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Confidence Intervals for Squared Effect Size Estimates in ANOVA:  What Confidence Coefficient Should be Employed?



If you want the confidence interval to be equivalent to the ANOVA F test of the effect (which employs a one-tailed, upper tailed, probability) you should employ a confidence coefficient of (1 - 2α).  For example, for the usual .05 criterion of statistical significance, use a 90% confidence interval, not 95%.  This is illustrated below.

A two-way independent samples ANOVA was conducted and produced this output:

Dependent Variable: PulseIncrease                                                                  

                                               Sum of                                             

       Source                      DF         Squares     Mean Square    F Value    Pr > F        

       Model                        3       355.95683       118.65228       3.15    0.0249        

       Error                      380     14295.21251        37.61898                             

       Corrected Total            383     14651.16933                                             

                        R-Square     Coeff Var      Root MSE    pulse Mean                        

                        0.024295      190.8744      6.133431      3.213333                        

       Source                      DF        Anova SS     Mean Square    F Value    Pr > F        

       Gender                       1     186.0937042     186.0937042       4.95    0.0267        

       Image                        1      63.6027042      63.6027042       1.69    0.1943        

       Gender*Image                 1     106.2604167     106.2604167       2.82    0.0936        


Eta-square and a corresponding 95% Confidence Interval will be computed for each effect.  To put a confidence interval on the (2 we need to compute an adjusted F.  To adjust the F we first compute an adjusted error term.  For the main effect of gender, 
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.  In effect we are putting back into the error term all of the variance accounted for by other effects in our model. Now the adjusted F(1, 382) = 
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For main effects, one can also get the adjusted F by simply doing a one way ANOVA with only the main effect of interest in the model:
proc ANOVA data=Katie; class Gender; 

  model PulseIncrease = Gender;

Dependent Variable: PulseIncrease

                                               Sum of

       Source                      DF         Squares     Mean Square    F Value    Pr > F

       Model                        1       186.09370       186.09370       4.91    0.0272
       Error                      382     14465.07563        37.86669

       Corrected Total            383     14651.16933

                    R-Square     Coeff Var      Root MSE    PulseIncrease Mean

                    0.012702      191.5018      6.153592              3.213333

       Source                      DF        Anova SS     Mean Square    F Value    Pr > F

       Gender                       1     186.0937042     186.0937042       4.91    0.0272


Now use this adjusted F with the SAS or SPSS program for putting a confidence interval on R2.

DATA ETA;

**************************************************************************************************************

Construct Confidence Interval for Eta-Squared

**************************************************************************************************************;
F= 4.914   ;

df_num = 1 ;

df_den = 382;

ncp_lower = MAX(0,fnonct (F,df_num,df_den,.975));

ncp_upper = MAX(0,fnonct (F,df_num,df_den,.025));

eta_squared = df_num*F/(df_den + df_num*F);

eta2_lower = ncp_lower / (ncp_lower + df_num + df_den + 1);

eta2_upper = ncp_upper / (ncp_upper + df_num + df_den + 1);

output; run; proc print; var eta_squared eta2_lower eta2_upper; 

title 'Confidence Interval on Eta-Squared'; run;

-------------------------------------------------------------------------------------------------

                                Confidence Interval on Eta-Squared                               

                                        eta_      eta2_      eta2_

                               Obs     squared    lower      upper

                                1     0.012700      0      0.043552
SASLOG

NOTE: Invalid argument to function FNONCT at line 57 column 19.

F=4.914 df_num=1 df_den=382 ncp_lower=0 ncp_upper=17.485492855 eta_squared=0.0127004968

eta2_lower=0 eta2_upper=0.0435519917 _ERROR_=1 _N_=1

NOTE: Mathematical operations could not be performed at the following places. The results of the

      operations have been set to missing values.

      Each place is given by: (Number of times) at (Line):(Column).

Do not be concerned about this note.  You will get every time your CI includes zero --  the iterative procedure bumps up against the wall at value = 0.
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Notice that the confidence interval includes the value 0 even though the effect of gender is significant at the .027 level.  What is going on here?  I think the answer can be found in Steiger (2004).
Example 10: Consider a test of the hypothesis that ψ = 0, that is, that the RMSSE (as defined in Equation 12) in an ANOVA is zero. This hypothesis test is one-sided because the RMSSE cannot be negative. To use a two-sided confidence interval to test this hypothesis at the α = .05 significance level, one should examine the 100(1 - 2α)% = 90% confidence interval for ψ. If the confidence interval excludes zero, the null hypothesis will be rejected. This hypothesis test is equivalent to the standard ANOVA F test.

Well, R2 (and (2) cannot be less than zero either.  Accordingly, one can argue that when putting a CI on an ANOVA effect that has been tested with the traditional .05 criterion of significance, that CI should be a 90% CI, not a 95% CI.

ncp_lower = MAX(0,fnonct (F,df_num,df_den,.95));

ncp_upper = MAX(0,fnonct (F,df_num,df_den,.05));

------------------------------------------------------------------------------------------------

                                Confidence Interval on Eta-Squared                              

                                     eta_                      eta2_

                            Obs     squared    eta2_lower      upper

                             1     0.012700    .000743843    0.037453

The 90% CI does not include zero.  Let us try another case.  Suppose you obtained F(2, 97) = 3.09019.  The obtained value of F here is exactly equal to the critical value of F for alpha = .05.

F= 3.09019   ;

df_num = 2 ;

df_den = 97;

ncp_lower = MAX(0,fnonct (F,df_num,df_den,.95));

ncp_upper = MAX(0,fnonct (F,df_num,df_den,.05));

……….

------------------------------------------------------------------------------------------------
                                Confidence Interval on Eta-Squared                              
                                      eta_        eta2_       eta2_

                             Obs     squared      lower       upper

                              1     0.059899    2.1519E-8    0.13743

Notice that the 90% CI does exclude zero, but barely.  A 95% CI would include zero.
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