Standardized Confidence Intervals(

Some of those who think that estimation of the size of effects is more important than the testing of a nil hypothesis of no effect argue that we would be better served by reporting a confidence interval for the size of the effect.  Such confidence intervals are, in my experience, most often reported in terms of the original unit of measure for the variable involved.   Those who are interested in estimating the size of effects suggest that we do so with standardized estimates when the unit of measure is not meaningful to those unfamiliar with the testing instrument.  It seems to me that it would be useful to present confidence intervals in standardized units.


As an example, consider the research described on pages 209 and 210 of the fifth edition of David Howell's Statistical Methods for Psychology.  Homophobic and nonhomophobic men are compared on a measure of sexual arousal when viewing a video containing explicit man to man erotic content.  The unit of measure for the arousal variable is not meaningful to most persons, so Howell recommends that the effect size be presented in standardized units.  The effect size, by the way, was .62 (with homophobic men being more aroused), which strikes me as being a medium to large sized difference.  Howell opined that a 95% confidence interval is not very informative in this case, because the unit of measure is arbitrary.  The confidence interval extends from 1.46 to 13.54.  That really does not tell us much, does it -- other than that the value of zero is not included.  Howell suggested that the confidence interval was less useful than a standardized estimate of effect size in this case.


Now consider standardizing that confidence interval.  I simply divided each of the confidence limits by the pooled standard error (12) to obtain a confidence interval extending from 0.12 to 1.13.  That is, in standard deviations units, we are 95% confident that the mean is somewhere between 0.12 (small, maybe even trivial) to 1.13 (huge).   IMHO opinion, this is much more useful than just the standardized point estimate of effect size or the nonstandardized confidence interval.


Why don't people report standardized confidence intervals in situations like this?


While reviewing the materials on the reading list for my stats class this afternoon, I came across the report of the Task Force on Statistical Inference  (Wilkinson et al., American Psychologist, August 99, 594-604).  This group has made several recommendations regarding how research data should be analyzed and presented in scholarly journals.  On page 599 they recommend "Interval estimates should be given for any effect sizes involving principal outcomes," and "If the units of measurement are meaningful on a practical level (e. g. number of cigarettes smoked per day), then we usually prefer an unstandardized measure (regression coefficient or mean difference) to a standardized measure (r or d)."


Weeks ago I made a note to check out the special issue (August, 2001) of Educational and Psychological Measurement that addresses recommendations made by the APA Task Force on Statistical Inference.  Finally I found myself in the library (on another task, looking up an old article on how to estimate maximized lambda4) with time to check out this special issue.  It turns out that the issue focuses on problems associated with computing confidence intervals on standardized effect size estimates.  While I only scanned the issue, the theme that caught my eye is this:  If you want to put a confidence interval on a standardized effect size estimate, then you must employ a noncentral t (or F) distribution rather than a central distribution, since your effect size estimate is not zero and is influenced by your estimate of the population variance.  This complicates things greatly, requiring application of an iterative procedure (and a computer programmed to do such).


I am still not convinced that it would not be useful to compute an unstandarized confidence interval and then express the end points in standardized units just to give the reader some appreciation of how large or small those end points are, but I guess I'll just put this issue on the back burner until the software properly to construct these confidence intervals is widely available.


Karl L. Wuensch, November, 2001
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