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The Binominal Effect Size Display

An Interesting Discussion on the ESTAT-L Listserv

From: ECU Statistics Question/Answer List [mailto:ESTAT-L@LISTSERV.ECU.EDU] On Behalf Of Methe, Scott

Sent: Thursday, February 25, 2010 6:06 PM

To: ESTAT-L@LISTSERV.ECU.EDU

Subject: Gold Standard on Bivariate r Interpretation?

I’m looking to find 2-3 sources that are authoritative about a simple issue: how to qualify the strength of a bivariate correlation coefficient. I’ve got all the textbook sources and there’s some overlap, but trying to get to the essence of this seemingly simple issue. Perhaps it’s so elementary that it’s forgotten.

Issue at hand: test publishers and researchers looking into the relationships between standard scores on cognitive tests and those obtained on achievement tests (both continuous variables) frequently report that correlations between .10 and .29 (on large samples of over 1,000 students at any given age range) are moderate and thus conclude that there is a relationship between let’s say math scores and “fluid reasoning ability.” I don’t see how a range of  .01 and .08 explained variance can quantify any sort of relationship, let alone a moderate one (assuming a bivariate model)! 

This issue continues to pester me. What am I missing? Less than 10% variance explained is a weak relationship to me! What’s our gold standard for interpretation?



Karl W. responded

Interpretation of “variance accounted for” statistics is notoriously difficult and controversial, and we are unlikely to resolve your dilemma here, but we just might have an interesting conversation.  Let me get started by asking you, Scott, a question that might seem irrelevant, but play along with me.


Suppose that you just learned that you have contracted the dreaded disease “xyzzy.”  There is no doubt about the diagnosis.  Usually this disease is contracted by spelunkers in the Colossal Caverns, but you apparently got it elsewhere.  In any case, without treatment, 60% of persons with this disease are DEAD within ten years after diagnosis.  Hey, you might be in the lucky 40%.


But wait a minute here, there is a treatment for xyzzy.  Among those who promptly start the treatment shortly after diagnosis, only 40% are dead after ten years, 60% are still with us.  The treatment is inexpensive and side effects few and minor.


So, Scott, do you take the treatment, which is know to increase the probability of ten year survival from 40% to 60% ?  Regardless of your answer, would you consider this 20% increase in survival rate to be trivial, small, modest, or large in magnitude?



From: ECU Statistics Question/Answer List [mailto:ESTAT-L@LISTSERV.ECU.EDU] On Behalf Of O'Brien, Kevin

Sent: Friday, February 26, 2010 10:06 AM

Karl has a good point about variance explained. But I  think he stacked the deck in his argument.  A remedy that is inexpensive and not very invasive that results in a 20% increase is survival would be a no brainer. But suppose it was moderately expensive and moderately invasive  resulting in say a change in survival from 20% to 25%. What then?    The sample sizes in question are huge and lead to statistical significance and tight confidence intervals, so the focus is really on the magnitude of the relationship. Correlations of the magnitude in the question would be impossible to see on a scatter plot and from my point of view indicate a small linear association. But if all the big fish have been fried, then small ones may look tempting depending on how hungry you are.  If for example 95% of the variance in a process was accounted for by a handful of variables, and you found another that explained an additional 1% does it matter? But another aspect  is that you have explained 20% of the remaining variance.  This in no way answers the question asked, and Karl’s statements about resolving the dilemma are right on point.  



Karl responded

Kevin makes a good point, and yes, I deliberately tried to remove much of the context in which the important decisions are made.  When I get start covering power analysis and effect size estimation I present my students with an example where a new drug increases mean IQ by 5 points.  I ask them if they would take such a drug.  Then I add, by the way, the drug costs $20 a day and among its side effects are chronic, explosive diarrhea.


I still want to know if Scott would take the treatment in the context I provided.  I think that context might actually be more appropriate to the query Scott posed, evaluation of the association between two abstract concepts, aptitude and achievement (Scott might well be able to put the query in a more practical context, in the schools, of course).

And added, later, after speaking to Scott

Scott has enrolled in treatment for his xyzzy condition.  Now let us consider how large the effect of the treatment (increasing survival rate from 40% to 60%) is in terms of a proportion of variance.


The data can easily be arranged into a 2 x 2 contingency table.

	
	Dead
	Alive

	Control
	60
	40

	Treatment
	40
	60



The phi coefficient for the relationship between survival and treatment is 0.2.  Since phi is nothing more than a Pearson r for two dichotomous variables, we can square it to get a proportion of variance statistic.  Scott was quite willing to sign up for a medical treatment that explains only 4% of the variance.  Kevin was ready to sign up too, saying the decision was “a no brainer.”


Earlier Scott wrote “I don’t see how a range of .01 and .08 explained variance can quantify any sort of relationship, let alone a moderate one.”  Well, 4% is pretty close to the middle of (1% to 8%).



Jason Brinkley (Biostatistics) added:
There’s been a lot of great points made here, I would like to add one more.  I used to think that by and large interpreting Pearson correlation (and R-squared) really varied by discipline, but I held fast to the idea that there was still some baseline threshold that everyone would agree was not really useful.  Then I heard Dick De Veaux of Williams College give a talk on Data Mining.  He wrote a text that said something to the effect “R square of 3% aren’t very meaningful” to which I would have agreed.  In the talk he said that the father of one of his students contacted him, the father was a big time New York broker and hedge manager and he was upset at the comment.  The hedge manager told De Veaux that most people in his industry work with large models that have R-squares of around 2% so if has a solid model with a R-square of 3% then he just made a couple of million dollars.

This has made me realize two things:  first even tiny R-squares have to be put into the context of what is usual for a discipline.  Second, hedge fund managers make WAY too much money to get away with fitting models with R-squares of 2-3%.

Just food for thought,



Carmine Scavo chimed in:

In survey research R squares of 3% are things to be envious of!

Carmine Scavo
Associate Professor

Political Science



From: ECU Statistics Question/Answer List [mailto:ESTAT-L@LISTSERV.ECU.EDU] On Behalf Of Methe, Scott

Ah, Socrates. The point hit home: it is not easy to standardize how we’d qualify the strength of an association and that interpretations are relative to the issue at hand. 

Cronbach (1957) made a paradigmatic distinction between two different branches of science: experimentation and correlation. Although he recommended looking beyond these distinctions in 1975, the difficulty in squaring the two paradigms remains. Karl’s issue did what it should do here on the stats listserv: elegantly fit a relationship concern into an experimental model and vice versa. Mathematically / statistically, it was interesting to examine and clearly do-able as dictated by the general linear model. To me, the link was the phi coefficient – part of the r-family of effect sizes but used here in an experimental model. Conceptually, though, I suspect that it’s a bit harder to square up these issues.

As such, let me rephrase: with strict regard to an r-squared effect size, that is, variance accounted for between two continuously measured variables, what is the gold standard for interpreting strength? 



Karl responded


Cronbach knew damn well that the statistics commonly used to evaluate experimentally collected data are identical to those used to evaluate nonexperimentally collected data.  ANOVA and t are, for example, nothing more than correlation/regression analyses.


As others have noted here, the benchmarks (or, “gold standard,” your term) for values of effect size estimates should not be taken out of context and may differ among disciplines.  Jake Cohen (reluctantly) provided the benchmarks for Psychology, and they are, for r**2, .01 is small but not trivial, .09 is medium, and .25 is large.  The range of values you shared with us is small to medium for your discipline.

And then added


Hmmmm, I wonder what the gold standard is in the medical sciences.


In December of 1987 those directing the Physicians Aspirin Study decided to halt the study and inform those who were in the placebo group to stop taking the pills that had been given them and instead start taking a small daily dose of aspirin.  The participants in this study were physicians who had a history of heart disease were taking either a placebo or a small dose of aspirin, daily.  The outcome variable was whether or not, in the course of the study, they suffered a heart attack.  Before the planned completion date of the study it was already evident that the beneficial effect of the aspirin was so large that it was considered unethical to continue the study.  So, how large was this effect, expressed in terms of a proportion of variance explained?  The proportion of variance explained was .0012.

Intelligence, Liberalism, and Religiosity

In March of 2010, Satoshi Kanazawa, an evolutionary psychologist at the London School of Economics and Political Science, published, in Social Psychology Quarterly, an analysis of data from the National Longitudinal Study of Adolescent Health.  Among his results were comparisons between adolescents who described themselves as “very conservative” (average IQ = 95) and those who described themselves as “very liberal” (average IQ = 106).  An eleven point difference in IQ means is certainly not small (d = .7).  Kanazawa also reported that those who identified themselves as “not at all religious” (mean IQ = 103) differed from those who identified themselves as “very religious” (mean IQ = 97).  Kanazawa should have known better than to publish data that might offend the religious.

In an ad hominem attack on Kanazawa, PZ Myers ,a biologist and associate professor at the University of Minnesota at Morris, implied that a six point difference in IQ means is trivial.  The standard deviation of IQ is 15, so a six point difference is a difference of 0.4 standard deviation.  The average difference between groups in studies published in good journals in Psychology is about half a standard deviation.


This .4 SD difference is equivalent to a correlation coefficient (r) of .28.  The usual benchmarks for r in the psychological literature are .1 is small (not to be confused with trivial), .3 is medium, and .5 is large.  Again, the relationship between religiosity and intelligence is not small.


Persons ignorant with respect to statistics are well known to misinterpret commonly employed effect size estimates.  One way to express them in a way that ignorant people can understand is the binomial effect size display.  I have done so here.


Suppose that you were just diagnosed with a disease for which the survival rate, after five years, is if not treated, 36%.  There is a treatment available that increases this survival rate to 64%.  Do you take the treatment?  Do you consider an increase in survival rate from 36% to 64% to be trivial in magnitude?  Expressed as a correlation coefficient, this difference in survival rate is .28, the same as the magnitude of the relationship between intelligence and religiosity.


Myers also implied that the reliability of IQ is low.  IQ instruments in common use have a reliability in the order of .95 (on a scale of 0 to 1).  Since that is so close to 1, I shall not correct the value of r stated above for attenuation due to lack of less than perfect reliability – but I will point out that if Myers were correct about IQ not being very reliable, that would mean that the relationship between intelligence and religiosity is even greater than the r = .28 estimate here.  To the extent that measured instruments are less than perfectly reliable, the estimate of the strength of association between the underlying constructs is attenuated and the value of the estimate should be increased to correct for such attenuation.

How to Make a Binomial Effect Size Display

	
	Dead
	Alive

	Control
	a
	b

	Treatment
	b
	a



First, obtain r for the effect size of interest.  For a correlation/regression analysis, this is simply r or R.  For a comparison between two means, this is the point-biserial r.  For ANOVA, this is the square root of eta-squared.  Second compute a = 100(.5 + r/32) and b = (100 – a).  Third, substitute a and b into the table above.


Example:  A meta-analysis of studies on the effect of psychotherapy produced an effect size estimate of r = .32 (see Rosenthal & Rubin, 1982).  Oh my, psychotherapy explains only 10% of the variance in patient’s mental health.  Converting this effect size estimate to a binomial effect size display, a = 100(.5 + .32/2) = 66 and b = 34.  The observed effect of psychotherapy is equivalent to that of a treatment that increases survival rate from 34% to 66%.
	
	Dead
	Alive

	Control
	66
	34

	Treatment
	34
	66
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