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Half-Tailed Tests in ANOVA




One of my colleagues, who teaches Experimental Psychology, posed the following questions regarding research her students were doing.  You may find my responses informative.



From: "O'Neal, Margaret F" <ONEALM@MAIL.ECU.EDU>

To: "Wuensch, Karl L" <WUENSCHK@MAIL.ECU.EDU>

Subject: power and significance

Date: Saturday, November 17, 2001 11:24 AM

Hi, Karl.  Questions for you if you have a chance:  Some of my 2210 students used the SPSS program to analyze the data fortheir experiments.  Initially, they used the t-test, but some had proposed a directional hypothesis, so they halved the significance level reported by SPSS.  After discussing power in lecture, I asked them to run their analysis again using SPSS ANOVA in order to generate power and magnitude of effect output.

1. Though the F test is one-tailed, it yields the same significance level as the two-tailed t-test.  Why is that?

2. And how does it affect the accuracy of the observed power value SPSS yields, in that a one-tailed t-test is more powerful than a two-tailed? One wouldn't double the power reported.

Thanks for sharing your wisdom if you have time,

Maggie 


Karl’s Response

    The ANOVA F is one-tailed, but it is not directional.  As the difference between sample means grows larger (in EITHER direction), the F grows larger.  If the null is true, the expected value of F is about 1, since the numerator (MSbetween groups) estimates error and any treatment effect, and the denominator (MSwithin groups) estimates only error.  In other words, the ANOVA F appropriately employs a one-tailed p to test nondirectional hypotheses.  If there is only one df in the numerator, the ANOVA F will be exactly equal to the square of the t computed on the same means and the F's one-tailed p will be absolutely equivalent to the t's two-tailed p.  So what if you want to test a directional hypothesis with ANOVA F?  Just apply the multiplication rule of probability under the assumption of independence.  The two probabilities are:  1.  What are your chances of correctly guessing the direction of the effect, and 2.  What the probability of getting differences between/among means at least as large as those you got if the null were true.  The first probability is quite simply one divided by k! (k = number of means).  For your case, that probability is .5.  If you had three groups that probability would be 1/6.  The one-tailed ANOVA p gives you the second probability.  Accordingly, to test a directional hypothesis with ANOVA F and only two means, you should divide the ANOVA F's p by 2 ( obtaining a "half-tailed" p), obtaining exactly the same p you would obtain with a one-tailed p from t.
 

    Do not use SPSS to do power analysis.  SPSS will give you the a priori power of detecting an effect of a magnitude that is exactly equal to that observed in the obtained sample data.  That is really a very foolish thing to do.  What you want to know is the probability (given your sample sizes) of finding the smallest effect you would consider to be meaningful (you can use Cohen's guidelines of 1/5 SD for small, 1/2 for medium, 4/5 for large).  If you do not have high power (80 to 95%) to find the smallest sized effect you would consider nontrivial, then you cannot interpret a failure to reject the null hypothesis as anything other than a Type II errror.  An alternative approach which I strongly recommend is simply to state the results in terms of a confidence interval around the difference in means.  In this case, if the interval is narrow and includes zero, you can argue that the effect is so small that it is trivial. 

 

    If your students had been taught basic statistics with a text book that includes good coverage of power issues (like David Howell's Fundamentals text, the best on the market, IMHO), then they would both understand power and have at hand an easy way to estimate power in this case (using the simple methods and tables provided in that text).  Given that they have not been previously taught these techinques, I recommend that they download (from the Universität Köln) the free G*POWER program.  They can find the link to this power program (and other facilities for computing powers) at:  http://core.ecu.edu/psyc/wuenschk/links.htm#power.



One-Sixth Tailed Tests in ANOVA

From: Barry Markovsky [mailto:markovsb@gwm.sc.edu] 

I encountered a little issue that you  addressed in a web posting a few years ago: http://core.ecu.edu/psyc/wuenschk/StatHelp/ANOVA-t-Power.doc.  The idea is that in an ANOVA the bar of statistical significance should be lower when you are predicting the ordering of group means a priori. A colleague at U of GA suggested adjusting the p value based on the chance of obtaining the predicted ordering by chance. With three conditions and thus six possible orderings, the obtained p value would be divided by six. He did not have a specific citation for this procedure. You advocated exactly the same procedure on the above web page, and I was wondering if you might be able to point me to a citation for it.
Barry Markovsky, Chair, Department of Sociology

University of South Carolina, Columbia, SC   29205, barry@sc.edu
Karl Replied:


The real problem is to get the reviewers to believe that you really did PREdict (rather than POSTdict) the ordering of the means.


The basic logic of the sixth-tailed test was outlined by David Howell in the fourth edition of his Statistical Methods for Psychology text, page 155, in the context of a one-way Chi-Square.  It can be generalized to other situations, for example, a one-way ANOVA where one predicts a particular ordering of the group means.  See my document Common Univariate and Bivariate Applications of the Chi-square Distribution.



Directional Test of Interaction Contrast in 2 x 2 ANOVA

From: "Mike Gordon" <gordon@rbsmail.rutgers.edu>

To: <WUENSCHK@MAIL.ECU.EDU>

Subject: ANOVA and directional tests

Date: Wednesday, March 02, 2005 5:40 PM

Dear Prof. Wuensch:


I read your response to a question from Margaret O'Neal about using ANOVA to do a directional test of, I assume, the difference between two means (usually conducted with a t-test).  Can one do a directional test on an interaction term in a 2x2 ANOVA?  Note that the form of the interaction is specified based upon previous research (the justification for one-tail tests of differences between two means or two variances).  Again, the numerator mean square will have only 1 degree of freedom (as in the extension of the F for the one-tail test of the difference between two sample means).


I would really appreciate hearing from you on this matter.


Michael E. Gordon


Professor



The simple answer to your question is yes:  If the interaction came out in the direction you expected, just divide the interaction p value by 2 to get the appropriate p.  Now for an explanation.

I am no expert as regards coding interaction effects with contrast coefficients, but lucky for us, it is easy to do with a 2 x 2 design.


Look at this SAS program (with data) and the output:

options pageno=min nodate formdlim='-';

TITLE 'Factorial ANOVA Effects Via Contrast Coefficients';

DATA Maggie;

INPUT group A B; DO I=1 TO 5; INPUT Y @@; OUTPUT; END; CARDS;

1 1 1

1 2 3 4 5

2 1 2

2 3 4 5 6

3 2 1

6 7 8 9 10

4 2 2

4 5 6 7 8 

PROC GLM; CLASS A B; MODEL Y=A|B / SS1; means A*B; run;

------------------------------------------------------------------------------------------------

                                              Sum of

      Source                      DF         Squares     Mean Square    F Value    Pr > F

      Model                        3      73.7500000      24.5833333       9.83    0.0006

      Error                       16      40.0000000       2.5000000
      Corrected Total             19     113.7500000

                       R-Square     Coeff Var      Root MSE        Y Mean

                       0.648352      30.11693      1.581139      5.250000

      Source                      DF       Type I SS     Mean Square    F Value    Pr > F

      A                            1     61.25000000     61.25000000      24.50    0.0001

      B                            1      1.25000000      1.25000000       0.50    0.4897

      A*B                          1     11.25000000     11.25000000       4.50    0.0499

Here I have done the usual factorial analysis, obtaining an F of 4.5 and a p or .0499 for the interaction term.
------------------------------------------------------------------------------------------------

Here are the cell means.
                 Level of     Level of           --------------Y--------------

   Group         A            B            N             Mean          Std Dev

     1           1            1            5       3.00000000       1.58113883

     2           1            2            5       4.00000000       1.58113883

     3           2            1            5       8.00000000       1.58113883

     4           2            2            5       6.00000000       1.58113883

------------------------------------------------------------------------------------------------


Now I shall obtain the same results by contrast coefficients in a one-way ANOVA.  Note that group 1 is cell A1B1, group 2 is cell A1B2, group 3 is cell A2B1, and group 4 is cell A2B3.


The first contrast compares combined groups 1 and 2 with combined groups 3 and 4.  Note that this reproduces the main effect of A.


The second contrast compares combined groups 1 and 3 with combined groups 2 and 4.  Note that this reproduces the main effect of B.


The third contrast compares combined groups 1 and 4 with combined groups 2 and 4.  Note that this reproduces the interaction.
PROC GLM; CLASS group; MODEL Y=group / SS1; means group;

CONTRAST 'A1B1 A1B2 vs A2B1 A2B2' group 1 1 -1 -1;

CONTRAST 'A1B1 A2B1 vs A1B2 A2B2' group 1 -1 1 -1;

CONTRAST 'A1B1 A2B2 vs A1B2 A2B1' group 1 -1 -1 1; run;

------------------------------------------------------------------------------------------------

                                              Sum of

      Source                      DF         Squares     Mean Square    F Value    Pr > F

      Model                        3      73.7500000      24.5833333       9.83    0.0006

      Error                       16      40.0000000       2.5000000

      Corrected Total             19     113.7500000

                       R-Square     Coeff Var      Root MSE        Y Mean

                       0.648352      30.11693      1.581139      5.250000

      Source                      DF       Type I SS     Mean Square    F Value    Pr > F

      group                        3     73.75000000     24.58333333       9.83    0.0006

------------------------------------------------------------------------------------------------

Dependent Variable: Y

     Contrast                      DF     Contrast SS     Mean Square    F Value    Pr > F

     A1B1 A1B2 vs A2B1 A2B2         1     61.25000000     61.25000000      24.50    0.0001

     A1B1 A2B1 vs A1B2 A2B2         1      1.25000000      1.25000000       0.50    0.4897

     A1B1 A2B2 vs A1B2 A2B1         1     11.25000000     11.25000000       4.50    0.0499
Here are the cell means, in a 2 x 2 table.

	
	A1
	A2

	B1
	3
	8

	B2
	4
	6


The interaction boils down to a comparison of the combined pink cells with the combined yellow cells – one diagonal versus the other.  Let me illustrate how to make this linear contrast by hand.
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 will be used to compare the one diagonal with the other.  I shall compute the t such that a positive value means that the interaction came out in the direction I predicted.  If my prediction is that the combined pink cells > the combined yellow cells, then I compute 
[image: image2.wmf].

1213

.

2

2

3

5

)

5

.

2

)(

4

(

)

6

)(

1

(

)

3

)(

1

(

)

8

(

1

)

4

)(

1

(

+

=

+

=

-

+

-

+

+

=

t

  This t is evaluated on the error df from the omnibus ANOVA, 16.  It yields a one-tailed probability of .024933.  Note that if you double this p, you get the p the interaction term in the ANOVA.  Also note that if you square this t, you get the F from the interaction term in the ANOVA.


Now suppose that your prediction was that the combined yellow cells > the combined pink cells.  You compute the interaction as 
[image: image3.wmf].
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  Oops, you got the direction wrong, and now your p is 1 - .024933 = .975.  You would not consider changing your prediction were you to reach this point, but reviewers of your manuscript might think you would.

Cheers,

Karl L. Wuensch
Return to Karl’s Stat Help Page
Revised December, 2006.
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