Software Input Space Modeling with Constraints among Parameters
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Abstract—This paper considers the task of software test case generation from a large space of values of input parameters. The purpose of the paper is to create a model of software input space with constraints among parameters to serve as a basis of testing. We suggest a procedure to create a directed graph model, where paths through the graph represent all valid (and only valid) input combinations. The procedure accommodates an arbitrary set of dependencies among parameters. It starts from a simple linear graph and sequentially modifies this graph for each dependency between parameters. Modifications include subgraph splitting and elimination of dead nodes and edges. A complete example of a system with six input parameters and five dependencies among them is presented to illustrate the application of the procedure. Applicability of the approach for different types of parameters and dependencies is addressed.
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I. INTRODUCTION

The task of test case generation from a large input space of software parameter values has been considered by many researchers. For coverage testing, various combinatorial approaches [3] were used, in particular pairwise testing [9], t-wise testing [15], base choice [1], and others. For statistical testing, it is possible to apply approaches based on software usage models [5, 8, 13].

The problem becomes more complicated when there are some constraints among input parameters (i.e., not all combinations of input values are valid). For combinatorial testing, some approaches to handling constraints were suggested [2, 4, 10], but this problem is far from being solved.

We would like to generate a suitable number of test cases for statistical testing while selecting them from the total population of all valid input combinations (with all constraints among input parameters taken into account). This task can be solved in two steps:

- Creating a model of software input space with constraints among parameters
- Generating the suitable test cases from this model.

The first step is critical for the whole task. For this step, we present a new procedure to create a graphical model, where paths through the graph represent all valid (and only valid) input combinations. The model has Markov property. Thus, adding probabilities for input values, our model becomes a Markov chain usage model. This made the second step (test case generation) routine. Indeed, many well-defined approaches [14] and tools exist to generate tests from Markov chains. In our investigation [11, 12], we used JUMBL [6], a tool developed in the Software Quality Research Laboratory at the University of Tennessee. In this paper, lack of space allows us to consider only the first step (creation of input space model) that is a main part of the approach.

This paper is based on an extension of our earlier investigations. In [11, 12], we presented a procedure for creating a model based on node splitting. In this paper we generalize this approach using subgraph splitting instead of node splitting. We consider a new procedure for creating a model that reflects an arbitrary set of constraints among parameters.

The remainder of the paper is structured as follows. Terminology definitions and potential approaches to the problem are given in Section 2. Section 3 presents a procedure for input space modeling which can accommodate an arbitrary set of dependencies among parameters. An example application with six input parameters and five dependencies among them is considered in Section 4. In Section 5, we investigate applicability of our approach to various situations. Section 6 offers conclusions.

II. DEFINITIONS AND APPROACHES

The most general approach to define a constraint between input parameters is to consider it as a relation. In other words, a constraint between variables x and y with domains X and Y is a subset R of the Cartesian Product X x Y.

The procedure for creating a model is as follows:

1. Define the input space as a directed graph G = (V, E), where V is the set of all possible values of input parameters and E is the set of all dependencies among parameters.

2. Initialize G with a single vertex representing the root of the graph.

3. For each dependency between parameters, create a new subgraph and add it to G.

4. For each subgraph, split it into smaller subgraphs until all subgraphs are fully connected.

5. Eliminate dead nodes and edges from the graph.

6. Generate test cases from the final graph using Markov chain methods.

The final graph represents all valid input combinations, and test cases can be generated from it using well-defined approaches.
product $X \times Y$. We use the more detailed definition of a constraint as a tuple $(Q(X), C(Y), f)$, where

- $Q(X)$ is a partition on $X$, thus $Q(X) = \{X_1, \ldots, X_t\}$ is a set of non-empty subsets of $X$ such that for all $j, m$ with $1 \leq j, m \leq t$, $j \neq m$, $\cup X_j = X$ and $X_j \cap X_m = \emptyset$.
- $C(Y)$ is a cover of $Y$, thus $C(Y) = \{Y_1, \ldots, Y_t\}$ is a set of subsets of $Y$ such that for all $j$ with $1 \leq j \leq t$, $\cup Y_j = Y$.
- $\|Q(X)\| = \|C(Y)\| = t$.
- $f$ is a one-one function $f : Q(X) \rightarrow C(Y)$; and $x \in X_j \Rightarrow y \in f(X_j)$.

The definition can be expressed in terms of the familiar “if-then” implication: $\forall j, 1 \leq j \leq t$, if $x \in X_j$ then $y \in f(X_j)$.

As the general definition, our definition also establishes a relation $R$ between parameters $x$ and $y$:

$$R = X_1 \times f(X_1) \cup X_2 \times f(X_2) \ldots \cup X_t \times f(X_t) \hspace{1cm} (1)$$

For discrete input parameters, any arbitrary relation can be represented in form (1) so both definitions are equivalent in this case. The situation for continuous input parameters is considered in Section 5. For parameters $x$ and $y$, we say that $y$ depends on $x$ and will use term “dependency” instead of “constraint” with the same meaning. This property is symmetric; $x$ in turn depends on $y$ (of course, with new partition and cover).

In [11, 12], we used a directed graph to model dependency for the purpose of test case selection. The graph has two special nodes: the source (“Enter”) and the sink (“Exit”). All other nodes correspond to input parameters and the edges are annotated with the sets of possible parameter values. The nodes are always connected in a specific order, i.e. a node for parameter $x_i$ can be connected only with a node for parameter $x_{i+1}$. An example in Fig. 1 represents three input parameters: $x_1$ with set of values \{a,b,c\}, $x_2$ with set of values \{d,e,f,g\}, and $x_3$ with set of values \{h,k,l,m\}.

A path through the graph represents a set of test cases. A single test case can be obtained by selecting a single value from the annotation of each edge in the path. The graph in Fig. 1 can be used for test case selection only in the case of independent parameters. For parameters with dependencies, not all combinations of parameter values are valid.

To accommodate dependencies, we proposed a graph modification [11], using multiple nodes for one parameter. For example, the node $x_1$ (Fig. 1) is split into two nodes $x_{1,1}$ and $x_{1,1}$ (Fig. 2) to model the following dependency between $x_1$ and $x_2$: if $x_1 \in \{a,b\}$ then $x_2 \in \{d,e\}$ and if $x_1 \in \{c\}$ then $x_2 \in \{e,f,g\}$. The paths through the graph in Fig. 2 generate only those test cases which satisfy the dependency between parameters.

Splitting nodes allows us to keep the Markov independence property: The path from some node to the sink depends only on the current node and does not depend on the path to reach the current node. If probabilities for each value of each parameter are added, the model becomes a Markov Chain and special tools can be used to analyze this testing process and select test cases in a systematic and/or random way. In particular, the use of JUMBL tool [6] was considered in [12] for NEWTRNX scientific software.

We considered node splitting in [11] with application only to specific combinations of dependencies. In this paper, we provide a new procedure, which can model an arbitrary set of dependencies among parameters. The basis of this procedure is subgraph splitting, so the previous approach of node splitting is a special case of the new procedure.

III. PROCEDURE FOR INPUT SPACE MODELING

Consider $k$ input parameters $x_1, x_2, \ldots, x_k$ and $n$ dependencies among them. We start an input space model from simple linear graph $G_0$ (similar to the graph in Fig. 1), corresponding to the situation with no dependencies. Then we iteratively modify this graph to reflect each dependency between pairs of parameters. First, we modify $G_0$ and create graph $G_1$ to reflect the first dependency. Next we modify $G_1$ and create graph $G_2$ to reflect the second dependency. Then we modify $G_2$ and so on until the graph models all dependencies among the parameters.

Below we describe the general procedure of reflecting a dependency between parameters $x_i$ and $x_j$ (modifying graph $G_{s-1}$, $0 \leq s \leq n-1$, to $G_s$). A complete example will be presented in Section 4.
The modification procedure is the same for all dependencies and consists of three steps.

A. Step 1. Splitting a subgraph.
Consider a subgraph which contains all nodes for parameters \( x_i, x_{i+1}, \ldots, x_{j-1} \) and all edges between these nodes. At the first step, we split this subgraph into \( t \) identical subgraphs, where \( t \) is a number of partitions of the dependency between \( x_i \) and \( x_j \). In our example, the subgraph has nodes \( x_1, x_2 \), and \( x_{1,1} \). The number of blocks \( t \) equals 2, so the subgraph is duplicated (Fig. 3).

All new subgraphs are connected with predecessors (nodes for \( x_{i-1} \)) and successors (nodes for \( x_{j} \)) in the same way as for the original subgraph. Thus, if any node is connected with some node in the original subgraph, it will be connected with corresponding nodes in all new subgraphs.

B. Step 2. Annotating input and output edges.
All input edges (connections with the predecessors) for the split subgraphs in graph \( G_{s+1} \) are annotated using corresponding annotation in graph \( G_s \) and partitions \( X_1, \ldots, X_t \) of the dependency between \( x_i \) and \( x_j \). The rule is the following: if some edge between a node for \( x_{i-1} \) and a node for \( x_i \) in the original graph is annotated with set \( A \) then a corresponding edge in subgraph \( p (1 \leq p \leq t) \) is annotated with set \( (A \cap X_p) \).

Annotation of output edges of the subgraphs is similar to annotation of input edges. Instead of partitions \( X_1, \ldots, X_t \), covers \( Y_1, \ldots, Y_t \) are used. If the edge between a node for \( x_{j-1} \) in the original graph and a node for \( x_j \) is annotated with set \( B \) then a corresponding edge in subgraph \( p (1 \leq p \leq t) \) is annotated with set \( (B \cap Y_p) \).

C. Step 3. Eliminating dead nodes and edges.
The following edges and nodes are considered as dead:
- Edges annotated with an empty set.
- Nodes without any input edges.
- Nodes without any output edges.
- Edges connected with dead nodes (output edges for dead nodes without input edges and input edges for dead nodes without output edges).

All dead edges and nodes should be eliminated from the graph.

Note that dead edges can initially appear only after step 2, when some edges become annotated with an empty set. After eliminating this type of dead edges, dead nodes can appear. After eliminated dead nodes and the edges connected with them, new dead nodes can appear. Therefore, eliminating dead edges and nodes is an iterative process: After eliminating some dead elements, it is necessary to check whether new dead elements appeared and to continue elimination if necessary.

IV. A COMPLETE EXAMPLE

Combinations of dependencies can be quite complex. In particular, some parameter can be a first parameter (dependee) for one dependency and at the same time be a second parameter (dependee) for another dependency. To illustrate the use of the procedure in such situations, consider a system with six input parameters and five dependencies among them. Denote input parameters as \( x_1, x_2, \ldots, x_6 \) and let every parameter take integer values from 1 to 10.

Dependencies among the parameters are described in Table 1. To reflect the first dependency, consider a subgraph with nodes \( x_1 \) and \( x_2 \) and duplicate it once (because the number of partitions for the first dependency equals two). Edges are annotated as follows:
- Input edge (Enter, \( x_1 \)) is annotated with \( \{1..10\} \cap \{1..5\} = \{1..5\} \).
- Input edge (Enter, \( x_{1,1} \)) is annotated with \( \{1..10\} \cap \{6..10\} = \{6..10\} \).
- Output edge \( (x_2, x_3) \) is annotated with \( \{1..10\} \cap \{1..5\} = \{1..5\} \).
- Output edge \( (x_{2,1}, x_3) \) is annotated with \( \{1..10\} \cap \{6..10\} = \{6..10\} \).

A subgraph for dependency 2 contains only one node \( x_5 \). We split this node into three new ones because the dependency 2 involves three partitions. There are no dead edges after the annotation. The resulting graph for dependencies 1 and 2 is shown in Fig. 4.
A subgraph for dependency 3 contains three nodes: \(x_2\), \(x_2,1\), and \(x_3\). The results of splitting this subgraph are shown in Fig. 5, where new nodes are \(x_2,2\), \(x_2,3\), and \(x_3,1\). There are no dead edges after the annotation.

Dependency 4 is between \(x_1\) and \(x_5\). The subgraph for this dependency includes all nine nodes associated with parameters \(x_1, x_2, x_3, x_4\) (\(x_1, x_1,1, x_2, x_2,1, x_2,2, x_2,3, x_3, x_3,1, x_3,2, x_4\)). The results of splitting this subgraph are shown in Fig. 6.

Edges \((x_4, x_5,1)\) and \((x_4, x_5,2)\) are annotated with an empty set so they are dead and should be eliminated. No more nodes or edges are produced by this operation.

Finally, dependency 5 is between \(x_4\) and \(x_6\) and the corresponding subgraph contains five nodes, \(x_4, x_4,1, x_5, x_5,1,\) and \(x_5,2\). The final graph, which reflects all five dependencies, is presented in Fig. 7.

The final graph contains 12 different paths which are used to generate all 14,100 valid combinations of test values. The number of valid test cases for each path equals the product of cardinalities of the sets associated with the edges on the path.

V. APPLICABILITY OF THE APPROACH

Section 2 defines constraints in terms of sets of discrete values. In this case, any constraint can be formulated in the form (1) and our definition of a constraint between parameters is equivalent to the general definition. For continuous inputs, it is not always possible to present a constraint in form (1). In this case, discretization (partitioning) should be performed before application of the procedure. For some specific situations, constraints for continuous input parameters can also be presented in form (1). For such situations, it is not necessary to perform discretization immediately. We would recommend firstly apply our procedure that provides new continuous partitions only for valid values of the parameters. Specific discrete values of
parameters for testing purposes can be then selected from these new partitions.

In this paper, we consider “one-on-one” dependencies (i.e., dependency between two parameters). Our definition of dependency can be readily extended to dependencies with many parameters (situations “one-on-many”, “many-on-one”, or “many-on-many”).

Figure 6. Model for dependencies 1, 2, 3, and 4

Figure 7. Final model for dependencies 1, 2, 3, 4, and 5

For this case, it is necessary to merge the “many” independent parameters into one derived vector parameter. The domain of this derived parameter equals the Cartesian product of domains of involved parameters. Consideration of the derived parameter instead of “many” parameters brings the situation to
“one-on-one” dependency, and then the procedure can be directly applied.

To apply our procedure, the input parameters must be considered in a specific order. This order can be chosen arbitrarily and our procedure can be applied in any order. However, the size and structure of the final graph are different for various orders of the input parameters. By placing input parameters in a “clever” order we can significantly simplify the final graph. A simple recommendation is to put dependent parameters into adjacent places or as close to each other as possible. This reduces the size of split subgraphs and therefore the size of the final graph.

The main factors that determine the size and complexity of the final graph structure are the numbers of different constraints for each parameter. In the simplest structure, each parameter is involved in no more than one constraint. In this case, the number of nodes representing a parameter is equal or less than $t$, the number of partitions in the constraint for this parameter. When parameters are involved in many constraints, it increases the graph size.

VI. CONCLUSIONS

Modeling the software input space is the first step for automated statistical testing. The main result of this paper is a new procedure that creates the graphical model of the valid input space based on constraints among input parameters. The procedure is based on subgraph splitting and accommodates any set of dependencies among parameters by considering dependencies sequentially one by one. The procedure manages the size of the model while allowing generating a large number of test cases.

The main benefit of our model is that the next steps (statistical test case generation) become routine because tools for test case generation from Markov chain usage models are available and can be used. A practical example of test case generation from our model using the JUMBL tool can be found in [12]. For this purpose, the model can be described in a text format, such as TML [7].
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