**Nonparametric Statistics[[1]](#footnote-1)©**

I shall compare the Wilcoxon rank-sum statistic with the independent samples *t*-test to illustrate the differences between typical nonparametric tests and their parametric “equivalents.”

|  |  |  |  |
| --- | --- | --- | --- |
| Independent Samples *t* test |  | | **Wilcoxon Rank-Sum Test** |
| H∅: μ1 = μ2 |  | | H∅: Population 1 = Population 2 |
| Assumptions: |  | | None for general test, but often assume: |
| Normal populations |  | | Equal shapes |
| Homogeneity of variance |  | | Equal dispersions |
| (but not for separate variances test) | |  |  |

Both tests are appropriate for determining whether or not there is a significant association between a dichotomous variable and a continuous variable with independent samples data. Note that with the independent samples *t* test the null hypothesis focuses on the population means. If you have used the general form of the nonparametric hypothesis (without assuming that the populations have equal shapes and equal dispersions), rejection of that null hypothesis simply means that you are confident that the two populations differ on one or more of location, shape, or dispersion. If, however, we are willing to assume that the two populations have identical shapes and dispersions, then we can interpret rejection of the nonparametric null hypothesis as indicating that the populations differ in location. With these equal shapes and dispersions assumptions the nonparametric test is quite similar to the parametric test. In many ways the nonparametric tests we shall study are little more than parametric tests on rank-transformed data. The nonparametric tests we shall study are especially sensitive to differences in medians.

If your data indicate that the populations are not normally distributed, then a nonparametric test may be a good alternative, especially if the populations do appear to be of the same non-normal shape. If, however, the populations are approximately normal but heterogeneous in variance, I would recommend a separate variances *t*-test over a nonparametric test. If you cannot assume equal dispersions with the nonparametric test, then you cannot interpret rejection of the nonparametric null hypothesis as due solely to differences in location.

# Conducting the Wilcoxon Rank-Sum Test

Rank the data from lowest to highest. If you have tied scores, assign all of them the mean of the ranks for which they are tied. Find the sum of the ranks for each group. If *n1* = *n2*, then the test statistic, *WS,* is the smaller of the two sums of ranks. Go to the table (starts on page 709 of Howell) and obtain the one-tailed (lower tailed) *p*. For a two-tailed test (nondirectional hypotheses), double the *p*. If *n1* ≠ *n2*, obtain both *WS* and *WS′* : *WS* is the sum of the ranks for the group with the smaller *n*, ![](data:image/x-wmf;base64,183GmgAAAAAAAGAKYAIACQAAAAARVgEACQAAA18BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgChIAAAAmBg8AGgD/////AAAQAAAAwP///77///8gCgAAHgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJKABgFBQAAABMCSgCGBhwAAAD7AiD/AAAAAAAAkAEBAAAABAIAIEFyaWFsAPV3QAAAAA0FCvpMU/V3VVP1dwEAAAAAADAABAAAAC0BAQAIAAAAMgoAAmsJAQAAAFN5CAAAADIKAAKOAQEAAABTeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAPV3QAAAAN0FChxMU/V3VVP1dwEAAAAAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCqAB8wcBAAAAV3kIAAAAMgqgAc8EAQAAAFd5CAAAADIKoAEWAAEAAABXeRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAA0FCvtMU/V3VVP1dwEAAAAAADAABAAAAC0BAQAEAAAA8AECAAgAAAAyCqAB7AYBAAAALXkIAAAAMgqgAdsCAQAAAD15CAAAADIKigHRAQEAAACieRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAPV3QAAAAN0FCh1MU/V3VVP1dwEAAAAAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABGwQBAAAAMnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAAAAKAAAABAAAAAAAAQAAAAEAAAAAADAABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) (see the rightmost column in the table), the sum of the ranks that would have been obtained for the smaller group if we had ranked from high to low rather than low to high. The test statistic is the smaller of *WS* and *WS′*. If you have directional hypothesis, to reject the null hypothesis not only must the one-tailed *p* be less than or equal to the criterion, but also the mean rank for the sample predicted (in H1) to come from the population with the smaller median must be less than the mean rank in the other sample (otherwise the exact *p* = one minus the *p* that would have been obtained were the direction correctly predicted).

If you have large sample sizes, you can use the normal approximation procedures illustrated on page 672 of Howell. Computer programs generally do use such an approximation, but they may also make a correction for continuity (reducing the absolute value of the numerator by .5) and they may obtain the probability from a *t*-distribution rather than from a *z*-distribution. Please note that the rank-sum statistic is essentially identical to the (better know to psychologists) Mann-Whitney *U* statistic. but the Wilcoxon is easier to compute. If someone insists on having *U*, you can always transform your *W* to *U* (see page 673 in Howell).

Here is a summary statement for the problem on page 672 of Howell (I obtained an exact *p* from SAS rather than using a normal approximation): A Wilcoxon rank-sum test indicated that babies whose mothers started prenatal care in the first trimester weighed significantly more (*N* = 8, *M* = 3259 g, *Mdn* = 3015 g, *s* = 692 g) than did those whose mothers started prenatal care in the third trimester (*N* = 10, *M* = 2576 g, *Mdn* = 2769 g, *s* = 757 g), *W* = 52, *p* = .034.

**Power of the Wilcoxon Rank Sums Test**

You already know that the majority of statisticians reject the notion that parametric tests require interval data and thus ordinal data need be analyzed with nonparametric methods (Gaito, 1980). There are more recent simulation studies that also lead one to the conclusion that scale of measurement (interval versus ordinal) should not be considered when choosing between parametric and nonparametric procedures (see the references on page 57 of Nanna & Sawilowsky, 1998). There are, however, other factors that could lead one to prefer nonparametric analysis with certain types of ordinal data. Nanna and Sawilowsky (1998) addressed the issue of Likert scale data. Such data typically violate the normality assumption and often the homogeneity of variance assumption made when conducting traditional parametric analysis. Although many have demonstrated that the parametric methods are so robust to these violations that this is not usually a serious problem with respect to holding alpha at its stated level (but can be, as you know from reading [Bradley's articles](http://core.ecu.edu/psyc/wuenschk/read30.htm) in the *Bulletin of the Psychonomic Society*), one should also consider the power characteristics of parametric versus nonparametric procedures.

While it is generally agreed that parametric procedures are a little more powerful than nonparametric procedures when the assumptions of the parametric procedures are met, what about the case of data for which those assumptions are not met, for example, the typical Likert scale data? Nanna and Sawilowsky demonstrated that with typical Likert scale data, the Wilcoxon rank sum test has a considerable power advantage over the parametric *t* test. The Wilcoxon procedure had a power advantage with both small and large samples, with the advantage actually increasing with sample size.

**Wilcoxon’s Signed-Ranks Test**

This test is appropriate for matched pairs data, that is, for testing the significance of the relationship between a dichotomous variable and a continuous variable with related samples. It does assume that the difference scores are rankable, which is certain if the original data are interval scale. The parametric equivalent is the correlated *t*-test, and another nonparametric is the binomial sign test. To conduct this test you compute a difference score for each pair, rank the absolute values of the difference scores, and then obtain two sums of ranks: The sum of the ranks of the difference scores which were positive and the sum of the ranks of the difference scores which were negative. The test statistic, *T*, is the smaller of these two sums for a nondirectional test (for a directional test it is the sum which you predicted would be smaller). [Difference scores of zero](http://core.ecu.edu/psyc/wuenschk/docs30/WSRT_Ties.docx) are usually discarded from the analysis (prior to ranking), but it should be recognized that this biases the test against the null hypothesis. A more conservative procedure would be to rank the zero difference scores and count them as being included in the sum which would otherwise be the smaller sum of ranks. Refer to the table that starts on page 703 of Howell to get the exact one-tailed (lower-tailed) *p*, doubling it for a nondirectional test. Normal approximation procedures are illustrated on page 677 of Howell. Again, computer software may use a correction for continuity and may use *t* rather than *z*.

Only a few people know that the signed-ranks test assumes that the difference scores are [symmetrically distributed](https://www.quality-control-plan.com/StatGuide/srank_paired_ass_viol.htm#Skewness) – not necessarily normally distributed, but symmetrically. Accordingly, if the difference scores are distinctly skewed, the test is not valid. One alternative is the binomial sign test, but I would prefer a resampling test.

Here is an example summary statement using the data on page 677 of Howell: A Wilcoxon signed-ranks test indicated that participants who consumed glucose had significantly better recall (*M* = 7.62, *Mdn* = 8.5, *s* = 3.69) than did subjects who consumed saccharine (*M* = 5.81, *Mdn* = 6, *s* = 2.86), *T*(*N* = 16) = 14.5, *p* = .004.

**Kruskal-Wallis ANOVA**

This test is appropriate to test the significance of the association between a categorical variable (*k* ≥ 2 groups) and a continuous variable when the data are from independent samples. Although it could be used with 2 groups, the Wilcoxon rank-sum test would usually be used with two groups. To conduct this test you rank the data from low to high and for each group obtain the sum of ranks. These sums of ranks are substituted into the formula on page 678 of Howell. The test statistic is *H*, and the *p* is obtained as an upper-tailed area under a chi-square distribution on *k*-1 degrees of freedom. Do note that this one-tailed *p* is appropriately used for a nondirectional test. If you had a directional test (for example, predicting that Population 1 < Population 2 < Population 3), and the medians were ordered as predicted, you would divide that one-tailed *p* by *k* ! before comparing it to the criterion.

The null hypothesis here is: Population 1 = Population 2 = ......... = Population *k*. If you reject that null hypothesis you probably will still want to make “pairwise comparisons,” such as group 1 versus group 2, group 1 versus group 3, group 2 versus group 3, etc. This topic is addressed in detail in Chapter 12 of Howell. One may need to be concerned about inflating the “**familywise alpha**,” the probability of making one or more Type I errors in a family of *c* comparisons. If *k* = 3, one can control this familywise error rate by using **Fisher’s procedure** (also known as “a protected test”): Conduct the omnibus test (the Kruskal-Wallis) with the promise not to make any pairwise comparisons unless that omnibus test is significant. If the omnibus test is not significant, you stop. If the omnibus test is significant, then you are free to make the three pairwise comparisons with Wilcoxon’s rank-sum test. If *k* > 3 Fisher’s procedure does not adequately control the familywise alpha. One fairly conservative procedure is the **Bonferroni procedure**. With this procedure one uses an adjusted criterion of significance, ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGAAQBCQAAAADQXAEACQAAA08BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAATABhIAAAAmBg8AGgD/////AAAQAAAAwP///6X///+ABgAApQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAisEBQAAABMCIAJyBhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAPV3QAAAAIoGCvFMU/V3VVP1dwEAAAAAADAABAAAAC0BAQAIAAAAMgqsA+IEAQAAAGN5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAgQXJpYWwA9XdAAAAADQUKVkxT9XdVU/V3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIK5wE2BQIAAABmdwgAAAAyCuACOAECAAAAcGMcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAACKBgryTFP1d1VT9XcBAAAAAAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgqHASEEAQAAAGFjCAAAADIKgAIWAAEAAABhYxwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAA0FCldMU/V3VVP1dwEAAAAAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCoAC2wIBAAAAPWMIAAAAMgpqAjkBAQAAAKJjCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAEAAAABAAAAAAAwAAQAAAAtAQEABAAAAPABAgADAAAAAAA=). This procedure does not require that you first conduct the omnibus test, and should you first conduct the omnibus test, you may make the Bonferroni comparisons whether or not that omnibus test is significant. Suppose that *k* = 4 and you wish to make all 6 pairwise comparisons (1-2, 1-3, 1-4, 2-3, 2-4, 3-4) with a maximum familywise alpha of .05. Your adjusted criterion is .05 divided by 6, .0083. For each pairwise comparison you obtain an exact *p*, and if that exact *p* is less than or equal to the adjusted criterion, you declare that difference to be significant. Do note that the cost of such a procedure is a great reduction in power (you are trading an increased risk of Type II error for a reduced risk of Type I error).

Here is a summary statement for the problem on page 679 of Howell: Kruskal-Wallis ANOVA indicated that type of drug significantly affected the number of problems solved, *H*(2, *N* = 19) = 10.36, *p* = .006. Pairwise comparisons made with Wilcoxon’s rank-sum test revealed that ......... Basic descriptive statistics (means, medians, standard deviations, sample sizes) would be presented in a table.

**Friedman’s ANOVA**

This test is appropriate to test the significance of the association between a categorical variable (*k* ≥ 2) and a continuous variable with randomized blocks data (related samples). While Friedman’s test could be employed with *k* = 2, usually Wilcoxon’s signed-ranks test would be employed if there were only two groups. Subjects have been matched (blocked) on some variable or variables thought to be correlated with the continuous variable of primary interest. Within each block the continuous variable scores are ranked. Within each condition (level of the categorical variable) you sum the ranks and substitute in the formula on page 680 of Howell. As with the Kruskal-Wallis, obtain *p* from chi-square on *k*−1 degrees of freedom, using an upper-tailed *p* for nondirectional hypotheses, adjusting it with *k*! for directional hypotheses. Pairwise comparisons could be accomplished employing Wilcoxon signed-ranks tests, with Fisher’s or Bonferroni’s procedure to guard against inflated familywise alpha.

Friedman’s ANOVA is closely related to Kendall’s coefficient of concordance. For the example on page 680 of Howell, the Friedman tests asks whether the rankings are the same for the three levels of visual aids. Kendall’s coefficient of concordance, *W*, would measure the extent to which the blocks agree in their rankings. ![](data:image/x-wmf;base64,183GmgAAAAAAAOAIYAQBCQAAAACQUgEACQAAA7cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYATgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7n///+gCAAAGQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAm0DBQAAABMCQAKJCBwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAPV3QAAAANgFCltMU/V3VVP1dwEAAAAAADAABAAAAC0BAQAIAAAAMgrNAwMIAQAAACl5CAAAADIKzQNbBwEAAAAxeQgAAAAyCs0DoQQBAAAAKHkcAAAA+wIg/wAAAAAAAJABAAAAAAQCACBBcmlhbAD1d0AAAABsBQqCTFP1d1VT9XcBAAAAAAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgr2ADgGAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAA2AUKXExT9XdVU/V3AQAAAAAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKzQNbBgEAAAAteQgAAAAyCqACKgIBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCACBBcmlhbAD1d0AAAABsBQqDTFP1d1VT9XcBAAAAAAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgrNAysFAQAAAGt5CAAAADIKzQN7AwEAAABOeQgAAAAyCqACFgABAAAAV3kcAAAA+wIg/wAAAAAAAJABAQAAAAQCACBBcmlhbAD1d0AAAADYBQpdTFP1d1VT9XcBAAAAAAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgoCAhgGAQAAAEZ5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHdAAAAAbAUKhExT9XdVU/V3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIKogEdBQEAAABjeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQIAAwAAAAAA).

Here is a sample summary statement for the problem on page 680 of Howell: Friedman’s ANOVA indicated that judgments of the quality of the lectures were s**ignifica**ntly affected by the number of visual aids employed, ![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7v////AAQAA+wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCACBBcmlhbAAAAHESCulA8RIAuKTzd8Gk83cgMPV3chBmcQQAAAAtAQAACAAAADIK9ABJAQEAAAAyeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAIEFyaWFsAAAAnxMKWEDxEgC4pPN3waTzdyAw9XdyEGZxBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACKAEBAAAARnkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAHESCupA8RIAuKTzd8Gk83cgMPV3chBmcQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUYAAQAAAGN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AcXIQZnEAAAoAIQCKAQAAAAABAAAAXPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)(2, *n* = 17) = 10.94, *p* = .004. Pairwise comparisons with Wilcoxon signed-ranks tests indicated that ....................... Basic descriptive statistics would be presented in a table.

**Power**

It is commonly opined that the primary disadvantage of the nonparametric procedures is that they have less power than does the corresponding parametric test. The reduction in power is not, however, great, and if the assumptions of the parametric test are violated, then the nonparametric test may be more powerful.

**Everything You Ever Wanted to Know About Six But Were Afraid to Ask**

You may have noticed that the numbers 2, 3, 4, 6, 12, and 24 commonly appear as constants in the formulas for nonparametric test statistics. This results from the fact that the sum of the integers from 1 to *n* is equal to *n*(*n* + 1) / 2.

**Effect Size Estimation**

Please read my document [Nonparametric Effect Size Estimators](http://core.ecu.edu/psyc/wuenschk/docs30/Nonparametric-EffectSize.pdf) .

# Using SAS to Compute Nonparametric Statistics

Run the program Nonpar.sas from my [SAS programs page](http://core.ecu.edu/psyc/wuenschk/SAS/SAS-Programs.htm). Print the output and the program file.
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The first analysis is a **Wilcoxon Rank Sum Test**, using the birthweight data also used by Howell (page 672) to illustrate this procedure. SAS gives us the sum of scores for each group. That sum for the smaller group is the statistic which Howell calls *WS* (100). Note that SAS does not report the W′S statistic (52), but it is easily computed by hand -- ![](data:image/x-wmf;base64,183GmgAAAAAAAIANQAIACQAAAADRUQEACQAAA0sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKADRIAAAAmBg8AGgD/////AAAQAAAAwP///67///9ADQAA7gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbAD+dKsUCuHgOpEAvPAYAI+T+nSAAf50oQJm/AQAAAAtAQAACAAAADIKgAGoCwIAAAA1MgkAAAAyCoABjAcDAAAAMTAwZQkAAAAyCoABxwMDAAAAMTUyZRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0ERcKWNivkwC88BgAj5P6dIAB/nShAmb8BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABcgoBAAAAPTUIAAAAMgqAAYkGAQAAAC01CAAAADIKgAGkAgEAAAA9NQgAAAAyCm0BvgEBAAAAojUcAAAA+wIg/wAAAAAAAJABAQAAAAQCACBBcmlhbAD+dKsUCuLgOpEAvPAYAI+T+nSAAf50oQJm/AQAAAAtAQAABAAAAPABAQAIAAAAMgrgAXQBAQAAAFM1HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAgQXJpYWwA/nQRFwpZ2K+TALzwGACPk/p0gAH+dKECZvwEAAAALQEBAAQAAADwAQAACAAAADIKgAEVAAEAAABXNQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAPyhAmb8AAAKACkAigMAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Please remember that the test statistic which psychologists report is the smaller of W and W′ SAS does report both a normal approximation (*z* = 2.088, *p* = .037) and an exact (not approximated) *p* = .034. The *z* differs slightly from that reported by Howell because SAS employs a correction for continuity (reducing by .5 the absolute value of the denominator of the *z* ratio).
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The next analysis is a **Wilcoxon Matched Pairs Signed-Ranks Test** using the data from page 677 of Howell. Glucose-Saccharine difference scores are computed and then fed to Proc Univariate. Among the many other statistics reported with Proc Univariate, there is the Wilcoxon Signed-Ranks Test. For the data employed here, you will see that SAS reports “*S* = 53.5, *p* = .004.” S, the signed-rank statistic, is the absolute value of ![](data:image/x-wmf;base64,183GmgAAAAAAAMAH4AMBCQAAAAAwWgEACQAAAzsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4APABxIAAAAmBg8AGgD/////AAAQAAAAwP///7r///+ABwAAmgMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAqQCBQAAABMCAAJ2BxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAAAAjA4Kz6DxEgC4pPN3waTzdyAw9XexD2ZtBAAAAC0BAQAIAAAAMgqIA6cEAQAAADR5CAAAADIKcgHwBgEAAAApeQgAAAAyCnIBSAYBAAAAMXkIAAAAMgpyAZADAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADFCgpdoPESALik83fBpPN3IDD1d7EPZm0EAAAALQECAAQAAADwAQEACAAAADIKcgFGBQEAAAAreQgAAAAyCmACfgEBAAAALXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCACBBcmlhbAAAAIwOCtCg8RIAuKTzd8Gk83cgMPV3sQ9mbQQAAAAtAQEABAAAAPABAgAIAAAAMgpyARoEAQAAAG55CAAAADIKcgG4AgEAAABueQgAAAAyCmACEAABAAAAVHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBtsQ9mbQAACgAhAIoBAAAAAAIAAAC88xIABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==), where T is the sum of the positive ranks or the negative ranks.
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If you needed to conduct several signed-ranks tests, you might not want to produce all of the output that you get by default with Proc Univariate. See my program WilcoxonSignedRanks.sas on my [SAS programs page](http://core.ecu.edu/psyc/wuenschk/SAS/SAS-Programs.htm) to see how to get just the statistics you want and nothing else.

Note that a **Binomial Sign Test** is also included in the output of Proc Univariate. SAS reports “*M* = 5, *p* = .0213.” *M* is the difference between the expected number of negative signs and the obtained number of negative signs. Since we have 16 pairs of scores, we expect, under the null, to get 8 negative signs. We got 3 negative signs, so M - 8 - 3 = 5. The *p* here is the probability of getting an event as or more unusual than 3 successes on 16 binomial trials when the probability of a success on each trial is .5. Another way to get this probability with SAS is: **Data** p; p = **2**\*PROBBNML(**.5**, **16**, **3**); **proc** **print**; **run**;
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Next is a **Kruskal-Wallis ANOVA**, using Howell’s data on effect of stimulants and depressants on problem solving (page 679). Do note that the sums and means reported by SAS are for the ranked data. Following the overall test, I conducted pairwise comparisons with Wilcoxon Rank Sum tests. Note how I used the subsetting IF statement to create the three subsets necessary to do the pairwise comparisons.
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The last analysis is **Friedman’s Rank Test for Correlated Samples**, using Howell’s data on the effect of visual aids on rated quality of lectures (page 680). Note that I first had to use Proc Rank to create a data set with ranked data. Proc Freq then provides the Friedman statistic as a Cochran-Mantel-Haenszel Statistic. One might want to follow the overall analysis with pairwise comparisons, but I have not done so here.

I have also provided an alternative rank analysis for the data just analyzed with the Friedman procedure. Note that I simply conducted a factorial ANOVA on the rank data, treating the blocking variable as a second independent variable. One advantage of this approach is that it makes it easy to get the pairwise comparisons -- just include the LSMEANS command with the PDIFF option. The output from LSMEANS includes the mean ranks and a matrix of *p* values for tests comparing each group’s mean rank with each other group’s mean rank. [Read this.](https://www.r-bloggers.com/2012/02/beware-the-friedman-test/)
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* [Annotated SAS Output](http://core.ecu.edu/psyc/wuenschk/docs30/Nonparm_Output.pdf)
* [Do it with SPSS](http://core.ecu.edu/psyc/wuenschk/SPSS/Nonparametrics.htm)
* Effect Size [Estimators](http://core.ecu.edu/psyc/wuenschk/docs30/Nonparametric-EffectSize.pdf)
* [How large must the sample sizes be to use the normal approximation?](http://www.amstat.org/publications/jse/v18n2/bellera.pdf)
* [Those Nonparametric Tests are Not Tests of Differences in Medians](http://core.ecu.edu/psyc/wuenschk/docs30/MannWhitney-Medians.docx)
* [Return to Wuensch’s Statistics Lessons Page](http://core.ecu.edu/psyc/wuenschk/StatsLessons.htm)
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