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Abstract—A space-variant chirp scaling algorithm based on the range cell migration (RCM) equalization and azimuth subband synthesis has been studied to process simulated geosynchronous synthetic aperture radar (GEO-SAR) data. The acceptable order of terms in polynomials for the slant range models in the RCM correction and phase error compensation, division of subband, and suppression of grating lobes of the subbands was investigated. Qualitatively and quantitatively, the method was able to focus simulated GEO-SAR signals well. Finally, the constraint on the spatial extent of azimuth and range dimensions using the algorithm was assessed.
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I. INTRODUCTION

DIFFERENT from low-Earth-orbit spaceborne synthetic aperture radar (SAR) constellations [1]–[3] that are used to improve temporal resolution in data acquisition, a geosynchronous SAR (GEO-SAR) at an orbit height near 36 000 000 m above the Earth surface is capable of acquiring data with a wide ground swath and at a short revisit cycle [4]–[7]. One GEO-SAR can provide daily coverage for approximately 1/3 of the globe [8]. A target of interest such as an area after a disastrous event can even be imaged 1.5–2.5 h per day [9]. Therefore, the GEO-SAR, as a complement to low-Earth-orbit spaceborne SARs, can provide critical high-temporal resolution data sets that are invaluable in search and rescue missions (http://www.sarsat.noaa.gov/, http://www.cospas-sarsat.org/, and http://www.uscg.mil/hq/g-o/g-opr/sar.htm) and disaster monitoring and assessment. Currently, the GEO-SAR research includes the design of the SAR antenna and system parameters [10] and the understanding of the atmospheric effect on the imaging [11]. Imaging algorithms to process the GEO-SAR data are generally lagging. A signal model for the GEO-SAR with the approximation of the two-way slant range as the third-order series of slow time has been studied [12]. However, the slant range of the SAR is more complex than what the third-order series can handle [13]. Also, the range cell migration (RCM) correction method in the azimuth-time domain used in [12] is not effective for the correction of all azimuth point targets.

Zhou et al. [13] have analyzed the slant range model and have adopted the back projection algorithm (BPA) to process GEO-SAR data in the time domain. However, with respect to efficiency, the algorithms in the range-Doppler (RD) domain that include the chirp scaling (CS) algorithms [14], [15] are good choices. Thus, an algorithm further developed in the RD domain retains not only the high efficiency but also nearly the same processing scheme that traditional RD algorithms have. Moreover, modification of a current hardware and software module or development of a new replacement should be easy, which makes the algorithm development in the RD domain attractive.

In this paper, a new 2-D space-variant CS algorithm (SV-CSA) to focus the GEO-SAR signal is studied. First, the slant range signal model without the “stop–go” assumption of slow time is used [12], [16]. Then, the slant range history for the RCM correction is modeled as a third-order polynomial and the phase history for phase correction up to the sixth-order terms. Differing from a traditional range model, the slant range model is azimuth and range variant or 2-D space variant. Because the slant range histories of different azimuth targets within a range cell are azimuth variant, the uniform RCM correction function derived from a reference target within the cell could not be used to correct the RCMs for nonreference targets satisfactorily. An RCM equalization operation is then applied to the azimuth-variant RCMs of individual targets within one range cell. The resulting RCMs of the targets are azimuth invariant and are corrected uniformly. Because the accuracy requirement in range for the phase error compensation is much higher than that for the RCM correction, a frequency band division and then a synthesis method of the azimuth signal in the RD domain are further developed. After the division, a set of phase functions updated with different subbands is utilized to compensate for phase errors caused by azimuth variants in individual subbands. Then, the subband signals are synthesized into an integrated signal that is well focused.
This paper is organized as follows. The space-variant slant range and signal models for the GEO-SAR are analyzed in Section II. In Section III, the modified CS algorithm based on the RCM equalization and subband synthesis is presented. Considerations of algorithm implementation are discussed in Section IV. Validity and applicability are studied in Section V. In Section VI, the conclusion is drawn.

II. SPACE-VARIANT SLANT RANGE AND SIGNAL MODELS FOR GEO-SAR

With available STK software (http://www.agi.com/), elliptical orbits of the GEO-SAR are simulated. As observed at the center of the Earth, the track of the GEO-SAR traveling along its inclined orbit is an “8” curve in space. Drawing lines to connect the SAR and Earth’s center position by position, one obtains a set of intersection points on the Earth’s surface. After connection of the points, the ground track of “8” is formed [Fig. 1(a)]. For an easy understanding of the GEO-SAR movement, time intervals at 0, 1, 2, 4, 6, 8, and 10 h of the first half of one day (0–12 h) are marked along the ground track at an inclination angle of 60°. The center of the “8” initiates the time (0 h). From Fig. 1(a), the smaller the inclination angle is, the smaller the extension of the “8” track is. Along the track, the synthetic aperture offset were simulated. Slant ranges from the ground target and SAR receiver.

To illustrate the variation, we simulate the synthesis time of the SAR at inclination angles from 30° to 60°, respectively. With parameters in Table I as inputs to the STK software, the data points of elapses along track of time marks of 0–12 h are plotted [Fig. 1(b)]. The variation is between ∼100 and 5000 s. The time also changes as the inclination angle varies. Finally, at the same inclination angle, the pattern of the synthesis time between 12 and 24 h is the same as that between 0 and 12 h. For the curve of an inclination angle, there are two peaks around 4 and 8 h. Moreover, the peaks move close to each other as the inclination angle increases.

Because the SAR moves significantly during a cycle of one transmitted and received signal, a slant range model with the traditional “stop–go” assumption is no longer valid. The range model without the assumption [12], [16] is used. Therefore, when the instantaneous Doppler frequency of target \( P \) is zero, the instantaneous slant range at \( t_a \) can be formulated as

\[
R_p(t_a) = \frac{R_T(t_a) + R_R(t_a)}{2} = R_0 + \sum_{n=2}^{N} k_n(t_a - t_c)^n + \cdots (1)
\]

where \( R_p(t_a) \) is the distance from the SAR transmitter to a ground target and \( R_R(t_a) \) represents the distances between the target and SAR receiver. \( R_0 \) is the nearest slant range. \( t_c \) is zero-Doppler time. Methods including Chebyshev, Legendreand, and Taylor polynomials [17]–[19] can be used to express \( k_n \). Here, the Taylor polynomial is utilized. In this case, \( k_n = (1/n!)(d^n R_p(t_a)/dt_a^n)|_{t_a = t_c} \) denotes the \( n \)-th order derivative at \( t_a = t_c \). In general, \( k_n = k_n(t_c, R_0) \) is space variant.

It is well known that a range model with a set of fixed parameters \( k_n \) is typically used to represent azimuth targets within one range cell. However, the model cannot adequately address the azimuth-variant characteristics of the targets inside one range cell of the GEO-SAR data. If the model were applied, an unacceptable difference in slant ranges would result. To quantify the difference caused by the azimuth variant, we performed another simulation with parameters in Table I. The center time was at the latitude of 4 h [Fig. 1(a)]. The inclination angle was 60°. Two targets in one range cell and within one synthetic aperture offset were simulated. Slant ranges from the targets were shown in Fig. 2(a), where the curves are subtracted by the minimum value. When the synthesis time was from −420 to 420 s [Fig. 2(b)], the difference was up to ∼180 m or 22 slant range cells (Table I; even though the targets were in the same range cell). To reduce the difference or error, we introduce a new slant range model with \( k_n \) being 2-D space variant explicitly.

![Fig. 1](image-url) (a) Ground tracks of GEO-SAR orbits at inclination angles of 40° and 60°. (b) Variable synthesis time along tracks at different inclination angles.
Suppose that the transmitted signal is linearly modulated in frequency. The received signal in the range-frequency domain is

$$
s(f_r, t_a) = \text{rect} \left[ \frac{f_r}{\frac{1}{2} T_p} \right] w_{az}(t_a - t_c) \times \exp \left( -j \frac{4\pi}{c} (f_c + f_r) R_p(t_a) - j \frac{f_r^2}{\gamma} \right)$$

where $c$ is the speed of light, $T_p$ is the pulse duration, and $\gamma$ is the frequency modulate rate. $\text{rect}[:]$ and $w_{az}(t_a)$ are rectangle and azimuth window functions, respectively. $f_r$ and $f_c$ denote range frequency and carrier frequency. Since $R_p(t_a)$ is space variant, the RCMs of azimuth targets within one range cell are different. Thus, a new 2-D SV-CSA on the basis of the RCM equalization and azimuth subband synthesis is introduced to analyze the space-variant signals of the GEO-SAR. It should be noted that the SV-CSA differs from that in [20]. A SVD-Stolt method is used to deal with the signal that is range variant but azimuth invariant [20].

III. ALGORITHM

Because the signal is 2-D space variant, the corresponding coefficients in (1) are space variant as well. They can be expressed as a series of the range time and zero-Doppler time. With these considerations, a 2-D SV-CSA is proposed. The algorithm consists of four major steps, namely, RCM equalization, RCM correction, azimuth subband synthesis and compression, and correction for image distortion (Fig. 3). Compared to a traditional CS algorithm, the increased level of complexity in the new algorithm is caused by the long and variable synthetic time for one full synthetic aperture and the highly nonlinear imaging geometry of the GEO-SAR. Each major step is detailed next.

A. RCM Equalization

Azimuth-variant targets located differently in azimuth at the same slant range distance can have variable curvatures of their RCM curves in the azimuth-time domain [Fig. 4(a)]. In
the figure, there are targets A, B, and C, with B being the reference target. If signals are transformed into the azimuth-Doppler domain, the RCM curves of the targets are not exactly overlapped. Then, a uniform RCM correction derived from B cannot correct the RCMs of A and C satisfactorily. Components of the second-order and higher order terms in the RCMs remain.

For the acceptable correction of the azimuth-variant RCMs, the RCM equalization with a range perturbation function [Fig. 4(b)] in the azimuth-time domain is proposed. After applying the perturbation function in Fig. 4(b) to the curvatures of Fig. 4(a), one can obtain three RCM curves with similar curvatures [Fig. 4(c)]. The curvatures should be identical if the used function is perfect. Then, a uniform RCM correction can be used to remove the RCMs with the accuracy level at a fraction of range cell resolution [Fig. 4(d)]. The derivation of the function is given next.

The errors caused by RCM components of the fourth-order and higher order terms are generally small. Ignoring the fourth-order and higher order terms, we formulate the range perturbation function in the azimuth-time domain [Fig. 4(b)] as

$$H_{pt,r}(f_r, t_a) = \exp \left( -j \frac{4\pi}{c} (f_c + f_r) r_{pt}(t_a) \right)$$  

with

$$r_{pt}(t_a) = A_3 t_a^3 + A_4 t_a^4. \quad (3.a)$$

From (3.a), the range perturbation function is modeled as a polynomial function with coefficients $A_3$ and $A_4$ (the selection of the third- and fourth-order terms for $r_{pt}(t_a)$ is justified in Section IV. $A_3$ and $A_4$ are solved in Appendix A). Then, multiplying (3) to (2), transforming the result into the range-frequency and azimuth-Doppler domain by using the principle of stationary phase (POSP) [21], [22], we can approximate the phase of the signal as the series of range frequency

$$s(f_r, f_a) \approx \text{rect} \left[ \frac{f_r}{\gamma T_P} \right] W_{az}(f_a) \times \exp \left( j\varphi_0 - j2\pi f_a t_c - j2\pi \tau(R_b, f_a) f_r - j\pi \frac{f_r^2}{\gamma_c} \right) \quad (4)$$

with

$$\varphi_0 = D_0 - j \frac{\pi^2}{D_2} \left( f_a - \frac{D_1}{2\pi} \right)^2 + j \frac{6}{\gamma_c} D_n \pi^n \left( f_a - \frac{D_1}{2\pi} \right)^n$$ \hspace{1cm} (4.a)

$$\tau(R_b, f_a) = - \frac{D_0}{2\pi f_c} - \frac{\pi^2 f_a^2}{2D_2 f_c} + \frac{6}{\gamma_c} (n - 1) \pi^n D_n f_a^n f_c$$ \hspace{1cm} (4.b)

$$\frac{1}{\gamma_c} = 1 + \frac{\pi f_a^2}{2D_2 f_c} - \frac{6}{\gamma_c} n(n - 1) \pi^n D_n f_a^n f_c$$ \hspace{1cm} (4.c)

where $W_{az}(f_a)$ denotes azimuth window function in the Doppler domain and $f_a$ is the azimuth frequency. $D_n = -4\pi(k_n + r_n)/\lambda$ ( $\lambda$ denotes wavelength), and $r_n = (1/n!) (d^n r_{pt}/d t_a^n)|_{t_a = t_c}$. $\varphi_0$ is the azimuth phase function and is related to the azimuth focusing. $\tau(R_b, f_a)$ is the RCM. $\gamma_c$ is the equivalent frequency-modulated rate and is linked to the CS function. $\varphi_0$, $\tau(R_b, f_a)$, and $\gamma_c$ are space variant because they are functions of $D_n$ or $k_n$. However, because $\gamma_c$ is of weak range variant within an illuminated scene (Appendix B), we can use (B.4) to approximate it. In addition, the third-order phase term of range frequency ignored in (4) is

$$\exp \left( j \frac{\pi^2 f_a^2 f_b^3}{2D_2 f_c^3} - j \frac{6}{\gamma_c} D_n \pi^n f_a^n f_c^2 \frac{1}{6} n(n - 1) (n + 1) \frac{f_b^3}{f_c^3} \right).$$

The values of the third-order phase term with difference inclination angles between 30° and 60° vary from $10^{-2}$ to $10^{-3}$ (rad), when the bandwidth is 80 MHz. The values decrease as the inclination angles decrease. The main reason is that the curvature of the SAR orbit with small inclination angle is big, and thus, the Doppler rate is small. When the synthesis under 1000 s is considered, its azimuth bandwidth is smaller so is the third-order phase.

In order to equalize RCM, the azimuth-variant component of $\tau(R_b, f_a)$ should be minimized as discussed in Appendix A. After the minimization, $\tau(R_b, f_a)$ is approximated as

$$\tau(R_b, f_a) \approx t_0 + t_{con}(t_c) + \alpha(f_a) + \beta(f_a) t_r \quad (5)$$

where $t_0$ is the round-trip time from the nearest slant range. $t_{con}(t_c)$ denotes a range offset caused by the use of the range perturbation function in the RCM equalization [Fig. 4(c)]. $\alpha(f_a)$ is the RCM at reference range, and $\beta(f_a)$ denotes a range factor of the RCM. Their expressions can be found in Appendix A.

### B. RCM Correction Using the Modified CS Function

Because the CS algorithm is traditionally based on the property of azimuth shifting invariant, all azimuth targets have an overlapping RCM in the range-time and azimuth-Doppler domain. However, $t_{con}$ of each azimuth target in (5) causes the property not to be valid. Therefore, the traditional CS algorithm results in errors for azimuth points in such a 2-D space-variant
case. With the range parameter from a reference target, scaling function $H_{rcs}(t, f_a)$, RCM correction function $H_{rcmc}(f_r, f_a)$, and range matched function $H_{mat,r}(f_r, f_a)$ can be constructed as in [14]. Here, the range scaling factor is $\alpha_{r, scl} = c^3(f_a)/2$. After the scaling, range compression, and RCM correction, the signal in the range-time and azimuth-Doppler domain can be written as

$$s(t, f_a) = \text{sinc} \left( t - \left( t_0 + \frac{t_{\text{con}}}{1 + \alpha_{r, scl}} \right) \right) \text{W}_{az}(f_a) \times \exp \left( j\varphi_0 - j2\pi f_a t_c + j\pi \gamma_c \alpha_{r, scl} (1 + \alpha_{r, scl}) \Delta_c^2 \right)$$

(6)

where $\Delta_c = (c/2)(t_0 + (t_{\text{con}}/1 + \alpha_{r, scl}) - (2R_{\text{ref}}/c)$, $t$ is fast time, and $t_{\text{con}}$ represents $t_{\text{con}}(t_c)$. The third phase term of (6) is a phase error after the RCM correction. The error varies with azimuth point targets within a range cell and degrades the focusing of signal in azimuth. From the sinc function of (6), $t$ can be used to substitute $t_0 + t_{\text{con}}/1 + \alpha_{r, scl})$. The substitution can be considered as the modification of the original CS algorithm. Therefore, the phase error can be compensated for using

$$H_{\text{phi}}(t, f_a) = \exp \left( -j\pi \gamma_c \alpha_{r, scl} (1 + \alpha_{r, scl}) (t - 2R_{\text{ref}}/c)^2/4 \right).$$

(7)

Furthermore, inside the sinc function, $\alpha_{r, scl}$ introduces a residual RCM. If the residual is small (e.g., $\leq 1/2$ of one range cell resolution), then the residual RCM as well as $\alpha_{r, scl}$ can be ignored. This approximation is valid when the maximum space-variant scenario is simulated in Section V. The residual RCM is about 1/100 of one range cell resolution, and the related $\alpha_{r, scl}$ is $\sim 0.001$. Therefore, the result after phase error compensation can be rewritten as

$$s(t, f_a) \approx \text{sinc}(t - (t_0 + t_{\text{con}})) \text{W}_{az}(f_a) \exp(j\varphi_0 - j2\pi f_a t_c).$$

(8)

In (8), $t_{\text{con}}$ exists, which is caused by the RCM equalization. $t_{\text{con}}$ produces range distortion and is removed after the azimuth phase function of $\varphi_0$ is compensated through the subband synthesis in the azimuth focusing. Thus, to keep the discussions and equations simple, we omit $t_{\text{con}}$ in the next section.

C. Subband Synthesis for the Azimuth Focusing

From (4.a), $\varphi_0$ in (8) is a function of the azimuth position. $\varphi_0$ can be expressed as a series of the azimuth frequency, and the corresponding coefficients of the series are azimuth variant. Because the main azimuth-variant term is the second-order term, a third-order phase perturbation function is introduced to reduce the variation and can be written as

$$H_{\text{ph}}(t, f_a) = \exp \left( -j4\pi^4 Y_3 f_a^3 / \lambda \right)$$

(9)

$Y_3$ is solved in Appendix C. Because $Y_3$ is small and satisfies (7) in [23], the point of stationary phase (POSP) is not affected. Thus, using the POSP, we multiply (9) to (8) and IFFT to obtain the signal in the azimuth-time domain as

$$s(t_a) = w_{az}(t_a - t_c) \exp \left( -j4\pi r_{pt}(t_a) / \lambda \right) - j4\pi r_{pt}(t_a) / \lambda - j4\pi Y_3 D_2(t_a - t_c)^3 / \lambda.$$

(10)

The first phase term is related to the RCM equalization operation. Although after the operation the RCMs of azimuth targets are considered azimuth invariant at the scale of one range cell, the related phase terms are still azimuth variant due to the azimuth-variant $r_{pt}(t_a)$ at the scale of a $1/8$ wavelength. Therefore, further phase compensation is needed. The second phase term in (10) is the phase from the slant range, and the third one is introduced by the phase perturbation function of (9). Since both phase terms up to the fourth order are azimuth variant, a higher order phase scaling function should be able to compensate for the azimuth variant adequately. The compensating and scaling function can be written as

$$H_{\text{comp}, scl}(t_a) = \exp \left( j4\pi r_{pt}(t_a) / \lambda - j4\pi \left( \sum_{i=2}^{5} E_i(t_a^i) / \lambda \right) \right)$$

(11)

where $E_i (i = 2, 3, 4, 5)$ is derived in Appendix C. The first term in (11) is used to reduce to the phase error caused by the equalization operation for each range cell. As compared to the azimuth scaling function in [24] and [25], the second part of the phase term in (11) is more complicated. Multiplying (11) to (10) and expanding the phase term into a series around $t_c$, one obtains

$$s(t_a) = w_{az}(t_a - t_c) \exp \left( j \sum_{n=0}^{6} B_n(t_a - t_c)^n \right)$$

(12)

with

$$B_n = \begin{cases} \frac{4\pi^2}{\lambda} (k_n + d_n) & \text{if } n \neq 3 \\ \frac{4\pi^2}{\lambda} (k_n + d_n + Y_3 D_2) & \text{if } n = 3 \end{cases}$$

(12a)

where $d_n = (1/n!)(d^n/dt_a^n)(\sum_{i=2}^{5} E_i(t_a^i)|_{t_a = t_c}$. After transformation of (12) into the azimuth-Doppler domain, the signal becomes

$$s(f_a) = W_{az}(f_a) \exp(jB_0 + j\Phi(f_a) - j2\pi f_a t_c)$$

(13)

with

$$\Phi(f_a) = -\frac{\pi^2}{B_2} \left( f_a - \frac{B_1}{2\pi} \right)^2 + \sum_{n=3}^{6} \frac{B_n}{B_2^n} n^n \left( f_a - \frac{B_1}{2\pi} \right)^n.$$ 

(14)

To focus the azimuth signal, we use $B_n$ of an azimuth reference target, i.e., $B_{n0}$, to construct the azimuth matched filter. Thus, the filter is

$$H_{\text{mat}, a}(t, f_a) = \exp \left( j \frac{\pi^2}{B_2 f_a^2} - \sum_{n=3}^{6} \frac{B_{n0}}{B_2^n} n^n f_a^n \right)$$

(15)

with $\Phi_{\text{ref}}(f_a)$ being the azimuth phase of the reference target in azimuth frequency. After the multiplication of (15) with (13), the result can be written as

$$s_{\text{az, mat}}(f_a) = W_{az}(f_a) \exp(jB_0 - j2\pi f_a t_c + j\Phi_{\text{dif}}(f_a))$$

(16)

where $\Phi_{\text{dif}}(f_a) = \Phi(f_a) - \Phi_{\text{ref}}(f_a)$ represents the phase difference between a nonreference target and the reference target.
in one entire frequency band. Since the matched filter is based on the reference target, a well-matched signal from the target is obtained after the filtering. However, because $\Phi(f_o)$ of (14) is azimuth variant, the signals of the nonreference targets in (16) can be mismatched. To see the mismatched phase clearly, we expanded (16) as

$$s_{aft\text{-}mat}(f_o) = W_{az}(f_o) \exp(j B_0 + j \Phi(0) - j 2\pi f_o \alpha_{scl} t_c)$$

$$\times \exp \left( j \left( \frac{\pi^2}{B_{az}} + \frac{\Phi'(0)}{2} \right) f_o^2 + j \xi \right)$$

(17)

where $\xi$ represents the phase variation from the third-order and higher order terms. For the reference point, the coefficient of the second-order phase in (17) is zero, and the target is well matched. However, a quadratic phase term remains for non-reference targets. To compensate for the remaining quadratic phase error, a method including the division of the total azimuth frequency band into subbands, compensation for the azimuth variant in each subband, and subband synthesis is studied. The basic principle is shown in Fig. 5. The remaining quadratic phase error [Fig. 5(a)] is divided and compensated for each subband. After the compensation, the middle value of the phase in each subband is 0 [Fig. 5(b)].

Let $f_a = f_{sub} + f_b$, with $f_{sub}$ being the frequency in one subband and $f_b$ being the block frequency. Then, the signal of (17) becomes

$$s_{sub}(f_{sub}, f_b) = s_{aft\text{-}mat}(f_{sub} + f_b).$$

(18)

By performing an IFFT to (18) with $f_{sub}$, the signal of each target is focused. Having focused the signal in each subband, one can compensate for the error of each azimuth target within one range cell using

$$H_{sub,phi}(t, t_{sub}, f_b) = \exp \left( -j \left( \frac{\pi^2}{B_{az}} + \frac{\Phi'(0)}{2} \right) f_b^2 \right).$$

(19)

After the compensation, the azimuth residual phase is small, as shown in Fig. 5(b). Then, the signal is retransformed into the subband frequency domain and is integrated into a full band signal. At this time, the integrated signal can be expressed by (17) without the quadratic phase term. Then, the signal is focused after an IFFT and can be written as

$$s_{in}(t_a) = \text{sinc}(t_a - \alpha_{scl} t_c) \exp(j B_0 + j \Phi(0)).$$

(20)

From the compensation processing, one notes that the division of subband should ensure the residual jagged phase error [Fig. 5(b)] to be small enough (such as within $\pm \pi/4$). In this case, the defocus in each subband is small and can be ignored. In Section IV-C, the division of the subband will be discussed.

D. Correction for Image Distortion Caused by Range Offset

Range offset, $t_{con}$ in (8), was omitted in Section III-C. The offset causes image distortion and is a known function of the zero-Doppler times of different azimuth points. Therefore, a correction function can be utilized to compensate for the distortion in the range-frequency domain. The function can be written as

$$H_{cid}(f_r, t_a) = \exp(j 2\pi f_r t_{con}).$$

(21)

In (21), $t_{con}$ is a function of $t_c$. $t_c$ is determined by $\text{sinc}(t_a - \alpha_{scl} t_c)$ of (20), i.e., $t_c = t_a/\alpha_{scl}$.

IV. IMPLEMENTATION CONSIDERATIONS

A. Slant Range Model of the Third-Order Terms for RCM Correction

As long as a satisfactory RCM correction at the scale of one range cell resolution is achieved, the range model of (1) with the lowest possible order terms should be used. Four models of the third-, fourth-, fifth-, and sixth-order terms have been separately studied in simulations with parameters of Table I. In a simulated scene, five targets (0–4) have the same nearest range and are located within one synthetic aperture [Fig. 6(a)]. Target 0 is selected as the reference target. The azimuth offsets (away from the reference target) in time from targets 1 to 4 increase.

Along ground track between 0 and 12 h [Fig. 1(a)] and at an increment of 1 h from the targets with each model, range errors were assessed. The errors varied along the track. At the same geographic location, the error decreased when the order of terms in the model increased. For the model of the same order terms, 1) the least error was observed at 0-h location, but the largest error occurred near 4-h location, and 2) the least error was obtained from the reference target [target 0 in Fig. 6(a)], but the error from the nonreference targets [targets 1–4 in Fig. 6(a)] increased with the increase of azimuth offset. For example, Fig. 6(b) showed the error from the slant range model with only up to the third-order terms for one synthetic aperture varying from −420 to 420 s at the geographic location near 4 h [Fig. 1(a)]. The error of the reference target was the smallest, whereas the error of target 4 was the largest. The largest error was about 5 m, which is larger than one-half of a range cell resolution. Thus, in this maximum azimuth-variant case, the azimuth-variant range model up to the third-order terms was only adequate for the RCM correction of targets 0–3. Also, if the errors of the targets (−4 to −1) at the left side of the reference target were individually simulated, the errors of the targets would be the same as those of targets 1–4, respectively. It should be noted that, in the simulation, coefficients $k_2$ and $k_3$ of the third-order model were approximated as linear functions of the azimuth time. Using this approximation, we included higher order terms with respect to $A_3$ and $A_4$ of (3.1) in the removal of the azimuth variant of $k_2$ and $k_3$ as expressed in (A.6).
B. Slant Range Model With the Sixth-Order Terms to Compensate for Phase Error

Phase error \( \Delta \phi = 4\pi \Delta R_{\text{mod}} / \lambda \) caused by the range error of \( \Delta R_{\text{mod}} \) of a range model has been evaluated in the determination of the order terms. For a satisfactory compensation, the error is generally required to be within \( \pm \pi / 4 \) or \( \pm \lambda / 8 \). Since the wavelength (Table I) is 0.09 m, the acceptable error in range is about 0.01 m. By simulation, the error of the slant range model with up to third-order terms is found to be far beyond 0.01 m and is not acceptable. A slant range model with higher order terms is examined. The phase errors for the range models with the sixth-order terms at 0–12 h with inclination angles from 30° to 60° were evaluated. The simulated maximum phase errors caused by the range errors were all within \( \pm \pi / 4 \). Thus, the model with up to the sixth-order terms could adequately represent the instantaneous slant range.

C. Bandwidth of Azimuth Subbands

The subband division is the key in achieving successful azimuth focusing. The narrower the subband width is, the smaller the residual phase error after the phase compensation in each subband is, and the better the focusing is. However, as the width decreases, the number of subbands increases. Consequently, the computational efficiency could suffer. There is a trade-off between the acceptable result in focusing and computational load. After the phase compensation for the quadratic phase term of (18) in each subband, a jagged phase error remains in each subband [Fig. 5(b)]. The selection of the bandwidth of each subband should ensure that the jagged phase error is smaller than a threshold (e.g., \( \pi / 4 \)). Thus, the defocusing caused by the error can be ignored. The phase error determines the bandwidth. After phase compensation, the residual quadratic phase error can be approximated as

\[
\phi_{\text{err}} = \left( \frac{\pi^2}{B_{20}} + \Phi' (0) \right) f_{\text{sub}}^2 \triangleq A_{\text{err}} f_{\text{sub}}^2 \quad (22)
\]

with

\[
A_{\text{err}} = \frac{\pi^2}{B_{20} B_2} - \frac{\pi^2}{2 B_2^2} + \sum_{n=3}^{6} \frac{n(n-1)B_n}{2B_2^2} - \frac{B_1}{2\pi} n^{-2} \quad (22.1)
\]

To ensure a well-focused result, one should confine the quadratic phase error within \( \pm \pi / 4 \) in each subband. Thus, the bandwidth or sampling number of each azimuth subband should satisfy

\[
B_{\text{sub}} \leq \sqrt{\frac{\pi}{\max \{A_{\text{err}} \}}} \quad \text{or} \quad M_{\text{sub}} \leq \frac{M}{\text{PRF}} \sqrt{\frac{\pi}{\max \{A_{\text{err}} \}}} \quad (23)
\]

D. Suppression of Unwanted Grating Lobes

The subband division and synthesis create the needed focused signal in azimuth but unfortunately the unwanted grating lobes. The formation of the lobes is caused by the residual of periodical phase error after the phase error compensation in each subband. The error must be within \( \pm \pi / 4 \) to ensure well-focused results in azimuth synthesis. Furthermore, the lobes can be large in amplitudes and are located on both sides of the focused signal in azimuth uniformly [Fig. 7(a) and (b)]. The larger
the number of subbands or block size, the more the number of the lobes. Also, as the block size increases, the first and subsequent lobes move closer to the focused signal, and their amplitudes increase [Fig. 7(b), cf., Fig. 7(a)]. Equivalently, as the block size decreases, the amplitudes of the first lobes are suppressed [Fig. 7(c)] so are the subsequent lobes. However, reduction in block size increases the bandwidth of each subband in which the phase error might be beyond the acceptable threshold of the compensation for the phase error. An alternative is sought to avoid this problem.

The replacement of the constant number of block size with the random number of block sizes can interrupt the periodical characteristics of the phase errors. Instead of the formation of focused error energy at fixed azimuth locations (to form distinguished grating lobes), the energy is spread. An equivalent reduction in amplitudes of the lobes occurs. Simulated results with the random number of block sizes in subbands were given. Fig. 8(a) was the histogram of the random block sizes. The focused signal and grating lobes were depicted in Fig. 8(b). There was a significant reduction in amplitudes of the lobes in Fig. 8(b) as compared to those in Fig. 7(a) and (b).

E. Computational Load

In the SV-CSA, six range FFTs, four azimuth FFTs, eight multiplications, and two subband azimuth FFTs are utilized. Therefore, the total computational load can be expressed as

$$3MN \log_2 N + 2NM \log_2 M + 8MN + NM \log_2 M_{sub},$$

with $M$ being the number of azimuth samples, $N$ being the number of range samples, and $M_{sub}$ being the number of azimuth samples in one subband. In comparison, of the BPA (e.g., [13]), for each pixel in the final image, a signal vector with a length of $M$ is extracted from range compressed data, multiplied with a phase function, and summed. Thus, the computational load can be expressed as $M^2N$. In a standard CSA (e.g., [14]), two range FFTs, two azimuth FFTs, and three multiplications are used. Therefore, the computational load can be expressed as $MN \log_2 N + NM \log_2 M + 3MN$. Clearly, the BPA has the highest computational load. The load of the SV-CSA is slightly heavier than that of the CSA. Ratios of the SV-CSA to CSA and BPA to CSA at five azimuth sample sizes are computed to quantify the comparison (Table II).

V. VALIDITY AND APPLICABILITY

A. Assessment of RCM Equalization

The simulation parameters for the assessment were given in Table III. Point targets of $7 \times 11$ (row \times column) were set on the ground of about $95,000 \times 82,000$ m (azimuth \times ground range). They were uniformly distributed at zero-Doppler azimuth time. The targets by row had the same nearest slant range. They were indexed from 1 to 77 row by row (Fig. 9). The target in the middle per row was selected as the reference target of...
that row. For example, target 6 was the reference target of row one. The simulated RCMs of azimuth targets per row differed because the curvature of each RCM curve varied. Thus, row by row, the RCMs of the nonreference azimuth targets remained after using a uniform RCM correction function derived from the reference target. As an example, 11 RCM curves of targets 34–44 (row four, Fig. 9) were shown in Fig. 10(a). The curves were produced after the uniform RCM correction (or without the RCM equalization) and range compression. Each curve represented one target. The range migration of each RCM curve (after the uniform RCM correction) could be over tens of range cells. However, after the RCM equalization, the RCMs were of the same or similar forms in curvature and were corrected [Fig. 10(b)] by a uniform RCM correction function. Therefore, the azimuth signal from each target per row was focused individually in range. It should be noted that the range offset of each target was observed [Fig. 10(b)], and the offset was caused by the RCM equalization procedure. In the figure, the maximum offset away from the reference target was about ten samples of range resolution.

B. Evaluation of Residual Phase Error and Focusing

Residual phase errors of 77 targets after phase error compensation in subbands were assessed. The errors were within $\pm \pi/4$ overall. Errors of target 34 were evaluated according to its position and slant range history by numerical evaluation. Of the azimuth samples within each subband, they were between $-0.2$ and $0.2$ rad (Fig. 11). Due to the large number of subbands, the residual errors looked solid within the azimuth samples. To closely examine the errors, we amplified the errors of subbands near the center highlighted by a circle and showed them in a rectangle insertion. The pattern of residual errors replicated roughly the pattern illustrated in Fig. 5(b).

A focused signal and grating lobes were obtained for each target after the subband synthesis. The random number of block sizes for subband division was employed to suppress the lobes. The block sizes varied approximately from 100 to 160. Focused signals from 77 targets were simulated. Satisfactory results were achieved. As an example, impulse responses shown as contours from targets 1, 6, 11, 34, 39, and 44 were plotted (Fig. 12). The targets were visually well focused. Two observations were noted (Fig. 12). The range sidelobes of the targets on the first and third columns were tilted in azimuth. The cause was that the synthesis center of the imaging geometry [Fig. 1(a)] was at 3:48 (Table I). Of the tilted lobes, the imaging geometry of the targets was similar to that of a spotlight SAR. Also, the acquisition time in the simulation was about 1.2 times that of one full synthetic aperture in length. The target at the center location per row was illuminated with the longest time. Thus, the azimuth resolution was the highest for the target at the center and decreased as the targets moved away from the center.

The values of the peak sidelobe ratio (PSLR) and integral sidelobe ratio (ISLR) of the targets are further computed to quantify the degree of focusing. The PSLR is the ratio of the maximum peak value to the maximum sidelobe peak value. The ISLR is defined as

$$\text{ISLR} = 10 \log_{10} \left( \frac{P_{\text{total}} - P_{\text{main}}}{P_{\text{total}}} \right)$$

where $P_{\text{total}}$ is the total signal energy and $P_{\text{main}}$ is the energy of the signal within the first zero points. For a theoretically well-focused signal of an ideal sinc function, the PSLR and ISLR are $-13.26$ and $-10.26$ dB, respectively. In comparison with the theoretical values, well-focused results are obtained (Table IV).
To further understand the phase preservation of the proposed method [26], we computed the phase deviations of targets 1–11, 34–44, and 67–77 from its ideal value (20), respectively. The deviations were generally within or around $\pm 5^\circ$ (Fig. 13) except for targets 1, 34, and 67 that are at azimuth edge (Fig. 9).

C. Constraint on the Spatial Extent Along Azimuth and Range Dimensions

As the extent expands, the degree of azimuth-variant or range-variant increases. Because of the large azimuth-variant RCM, the difference of RCMs from azimuth targets within one range cell can be up to several range resolution cells.

Thus, the difference cannot be ignored. $\varepsilon(f_a)$ in (A.4) is the coefficient of the azimuth-variant RCM. With the studied RCM equalization, the second- and third-order terms of $\varepsilon(f_a)$ are removed, but the fourth-order and higher order terms remain. Since the azimuth-variant RCM from the fourth-order term should dominate the azimuth-variant RCM ($\Delta R_{rcm,a}$) after the equalization, $\Delta R_{rcm,a}$ can be approximately evaluated by the term as

$$\Delta R_{rcm,a} = \left| \frac{3\pi D_4}{4D_0} \left( \frac{D_{41,rcm} f_4^a}{D_0} - 4 \frac{D_{21,rcm}}{D_0} \right) \right| t_c .$$

(25)

Usually, the residual RCMs must be less than or equal to a fraction (e.g., 0.5) of a range resolution cell to be ignored. With the consideration of $|f_a| \leq B_a/2$, where $B_a$ denotes the azimuth bandwidth and the combination with (25), the allowable azimuth time is

$$|t_c| \leq \frac{\rho_r/2}{\left| \frac{3\pi D_4}{4D_0} \left( \frac{D_{41,rcm} f_4^a}{D_0} - 4 \frac{D_{21,rcm}}{D_0} \right) \right| B_a^4} .$$

(26)

where $\rho_r$ is the range resolution. Of the simulated example (Table IV), the time was from $-841$ to 841 s at $\rho_r = 3.75$ m.

The RCM that is range variant is typically expressed as the first-order and higher order terms in a polynomial in range dimension as well. The CS algorithm can only adequately handle the range-variant RCM of the first-order term. Thus, the range signal of a processed imaging scene should be limited, or the subdivision of the scene into narrow strips is required to ensure that the second-order and higher order range-variant RCMs in each strip are small enough to be ignored. Also, the range-variant RCM from the second-order term contributes the most in the range-variant RCM ($\Delta R_{rcm,r}$) after the RCM correction. Thus, $\Delta R_{rcm,r}$ can be approximately assessed by

$$|\Delta R_{rcm,r}| = \left| \frac{c \pi D_2^2}{4D_0^2} \left( \frac{f_2^a}{f_c} \left( \frac{r}{2} \right)^2 \right) \right| .$$

(27)
and it should also be confined by half a range resolution, i.e., \( \rho_r/2 \). Thus, one obtains
\[
|r| \leq \sqrt{\frac{32\rho_r D_{20}^3}{\lambda \pi D_{21}^3 B_a^2 B_a^2}}. \tag{28}
\]

With simulation parameters in Table III, the range extent in each narrow strip was from \(-55750\) to \(55750\) m at \( \rho_r = 3.75 \) m.

So far, the GEO-SAR is discussed under the strip-mapping mode. If a fine resolution is preferred, the spotlight SAR mode can be considered. Because of the increased range resolution, the current range model up to the third-order terms may not be accurate enough. The fourth-order or higher order should be used. On the other hand, the level of azimuth variant weakens since the extent of illuminated scene decreases. Thus, the current strategies of the RCM equalization, subband division and subband synthesis, and random selection of subband block size can be used without any modification. If a wide swath is expected, the ScanSAR mode can be adopted. In this mode, the range resolution is coarser than the one that the current model can adequately handle. No change to the current range model is needed. As compared to the azimuth synthesis of the current model, the time in the ScanSAR mode is shortened. Thus, the azimuth variant should be weakened. The current method can be directly applied to the ScanSAR mode in azimuth processing as well.

### VI. Conclusion

Long integration time of a synthetic aperture and highly nonlinear orbit geometry are two unique characteristics of the GEO-SAR. Of the imaging geometry, the RCMs and phase error are range and azimuth variant or 2-D space variant. Traditional azimuth-invariant imaging algorithms in the RD domain cannot be directly applicable in the processing of GEO-SAR data since the space-variant RCMs and azimuth-variant phase error cannot be satisfactorily corrected. Thus, a 2-D SV-CSA based on the RCM equalization and subband synthesis has been studied. After the RCM equalization, the space-variant RCMs become approximately space invariant at the scale of one range cell resolution. Thus, the RCMs were corrected with a uniform RCM correction function derived from a reference target within the range cell. Because the wavelength was usually much smaller than the range cell resolution, the range error at the scale of a fraction (e.g., \(1/8\)) of a wavelength could still remain. The result was the existence of phase error. To compensate for the azimuth-variant phase error that is required to be within \(\pm \lambda/8\) for a satisfactory focus in azimuth, we have further divided the azimuth signal of each range cell or the signal of an entire band into subbands. In each subband, the variation of the phase error was much smaller than \(\pi/4\) and could be ignored. Thus, the phase error was considered as azimuth invariant. After the compensation for error in each subband, a subband synthesis was performed to form the signal for the entire band. Consequently, the 2-D space-variant signal of the GEO-SAR was processed. The validity of proposed algorithm was evaluated through the analysis of simulated GEO-SAR data from targets distributed in a large ground scene.

There was a clear separation of the mainlobe and the first and subsequential sidelobes from the contours of impulse responses of the targets. The computed PSLR and ISLR values quantified the satisfactory results.

### Appendix A

\[ \tau(R_b, a), \ A_3, \ \text{and} \ A_4 \]

Using the definition of \( D_n \) and (3.a), one could express \( D_2 \) and \( D_3 \) as
\[
D_2 = -\frac{4\pi}{\lambda} \left( k_2 + 3A_3 t_c + 6A_4 t_c^2 \right)
\]
\[
D_3 = -\frac{4\pi}{\lambda} \left( k_3 + A_3 + 4A_4 t_c \right). \tag{A.1}
\]

Since \( k_n \) \((n = 2, 3, 4, \ldots)\) are space variant, they can be expanded and then approximated in range and azimuth time as
\[
k_n \approx k_{n0} + \frac{\partial k_n}{\partial r} r + \frac{\partial k_n}{\partial t_c} t_c = k_{n0} + k_{n1,r} r + k_{n1,t_c} t_c \tag{A.2}
\]
where \( k_{n0} \) is a space-invariant term. \( r = R_b - R_{\text{ref}} \), \( k_{n1,r} \) is the first-order term of the range variant. \( t_c k_{n1,t_c} \) is the first-order term of the azimuth variant. Inserting (A.2) to (A.1), one could express \( D_n \) as a series of \( r \) and \( t_c \)
\[
D_n \approx D_{n0} + \frac{\partial D_n}{\partial r} r + \frac{\partial D_n}{\partial t_c} t_c = D_{n0} + r D_{n1,r} + t_c D_{n1,t_c} \tag{A.3}
\]
where \( D_{n0} \) is the zero-order term of \( D_n \). \( D_{n1,r} \) and \( D_{n1,t_c} \) are the first-order partial derivatives of \( D_n \) related to \( r \) and \( t_c \), respectively. Then, \( \tau(R_b, a) \) in (4.b) can be approximately expressed as
\[
\tau(R_b, a) \approx t_0 + t_{\text{con}}(t_c) + \alpha(f_a) + \beta(f_a)r + \varepsilon(f_a)t_c \tag{A.4}
\]
with
\[
t_0 = 2R_b/c \tag{A.4.a}
\]
\[
t_{\text{con}}(t_c) = 2r_0/c \tag{A.4.b}
\]
\[
\alpha(f_a) = -\frac{\pi}{2D_{20}} f_a^2 + \sum_{n=3}^{6} (n-1)\frac{\pi^{n-1}}{2D_{n0}} \frac{D_{n0} f_a}{f_c} \tag{A.4.c}
\]
\[
\beta(f_a) = -\frac{\pi}{2D_{20}} \left( \frac{D_{21,r}}{D_{20}} \right) f_a^2 - \frac{\pi}{2D_{20}} \left( \frac{D_{21,t_c}}{D_{20}} \right) f_a^2 + \sum_{n=3}^{6} (n-1)\frac{\pi^{n-1}}{2D_{n0}} \left( \frac{D_{n1,r}}{D_{n0}} - n\frac{D_{21,r}}{D_{20}} \right) \frac{f_a^n}{f_c} \tag{A.4.d}
\]
\[
\varepsilon(f_a) = -\frac{\pi}{2D_{20}} \left( \frac{D_{21,t_c}}{D_{20}} \right) f_a^2 - \frac{\pi}{2D_{20}} \left( \frac{D_{21,t_c}}{D_{20}} \right) f_a^2 + \sum_{n=3}^{6} (n-1)\frac{\pi^{n-1}}{2D_{n0}} \left( \frac{D_{n1,t_c}}{D_{n0}} - n\frac{D_{21,t_c}}{D_{20}} \right) \frac{f_a^n}{f_c} \tag{A.4.e}
\]
where \( t_0 \) is the round-trip time from the nearest slant range. \( t_{\text{con}}(t_c) \) denotes a range offset caused by the use of the range perturbation function in the RCM equalization [Fig. 4(c)].
\( \alpha(f_a) \) is the RCM at reference range, \( \beta(f_a) \) is a range factor of the RCM, and \( \varepsilon(f_a) \) is an azimuth factor of the RCM. In (A.4), the second- and high-order terms of slant range are omitted, and they are considered as a limitation on range swath as shown in (28) (Section V-C). If the limitation is not satisfied, the subdivision of the scene into narrow strips is required. \( \alpha(f_a), \beta(f_a), \) and \( \varepsilon(f_a) \) are space invariant. If \( \varepsilon(f_a) \) is not equal to 0, the RCMs of the reference and nonreference targets differ. Then, a uniform RCM correction cannot correct all of the RCMs simultaneously as shown (Fig. 4). Therefore, to make \( \varepsilon(f_a) \) as close to zero as possible, one can set its major components that are the second- and third-order terms to zeros or

\[
D_{21, t_e} = 0 \quad D_{31, t_e} / D_{30} - 3D_{21, t_e} / D_{20} = 0.
\]

(A.5)

Inserting (A.1)–(A.3) to (A.5), one obtains

\[
A_3 = -k_{21, t_e} / 3 \quad A_4 = -k_{31, t_e} / 4.
\]

(A.6)

**APPENDIX B**

**RANGE CS**

It is desirable to develop and implement a CS function that is space invariant [14]. For the GEO-SAR, the equivalent frequency-modulated rate \( \gamma_e \) is of weak range variant within an illuminated scene after a close-up examination. If the difference of \( \gamma_e \) at the reference line and the nearest line satisfies

\[
\Delta \gamma_e \leq \gamma_e^2 / B^2
\]

(B.1)

the resulting phase error of the traditional scaling function is confined within \( \pm \pi / 4 \). In this case, the residual phase will not cause unacceptable defocusing after range compression. \( \Delta \gamma_e \) (B.1) can be approximately computed by using (4.c) and (A.3) as

\[
\Delta \gamma_e \approx \frac{\pi}{D_{20}} \frac{D_{21, r} f_a^2}{D_{20} f_c^2}
\]

(B.2)

where \( r \) is the range offset of the point target to the reference line. Inserting (B.2) to (B.1), one can obtain

\[
r \leq \frac{\gamma_e^2}{D_{20} f_c^2}
\]

(B.3)

Once (B.3) is satisfied, the equivalent frequency-modulated rate can be regarded as range invariant and approximated as

\[
\frac{1}{\gamma_e} \approx \frac{1}{\gamma} + \frac{\pi}{D_{20} f_c^2} \sum_{n=3}^{6} (n-1) \frac{\pi^{n-1} D_{n0} f_a^n}{2 D_{20}^2 f_c^2}
\]

(B.4)

Thus, \( D_n (n = 2, 3, 4, 5, 6) \) of space variant are replaced with \( D_{n0} (n = 2, 3, 4, 5, 6) \) of space invariant, respectively.

**APPENDIX C**

\( E_i (i = 2, 3, 4, 5), Y_3, \) and \( \alpha_{scl} \)

In (12.a), \( E_2 \) is the azimuth scaling coefficient, and \( E_i (i = 3, 4 \text{ or } 5) \) is a coefficient to weaken the azimuth variation in \( B_{i-1} \) (i = 3, 4 or 5). To minimize the variation, one sets \( \partial B_{i-1} / \partial t_c = 0 \) (i = 3, 4, and 5). Applying them to (12.a), one obtains

\[
\begin{aligned}
E_3 &= -k_{21, t_e} / 3 \\
E_4 &= -\left( k_{31, t_e} + 3Y_3 D_{20}^2 D_{31, t_e} / 4 \\
E_5 &= -k_{41, t_e} / 5.
\end{aligned}
\]

(C.1)

To solve \( E_2 \) and \( Y_3 \), we then analyze the image distortion along azimuth direction by expanding \( \Phi(f_a) \) in (14) as

\[
\Phi(f_a) = \Phi(0) + \Phi'(0) f_a + \Phi''(0) f_a^2 / 2 + \cdots
\]

(C.2)

with

\[
\Phi'(0) = \pi E_{2a} B_1 / B_2 + 3 \pi B_{3a}^2 / 4 B_2^2 + \sum_{n=4}^{6} \frac{B_n}{2 B_2^2} n \pi^n \left( -B_1 / 2 \pi \right)^{n-1}.
\]

(C.3)

\( \Phi'(0) \) determines the azimuth position after signal focusing and is further expanded as a series of \( t_c \)

\[
\Phi'(0) = bt_c + ct_c^2 + \cdots
\]

(C.4)

where \( b \) represents the azimuth scaling and \( c \) is the azimuth distortion. Also, with (12.a), \( b \) and \( c \) are algebraically expressed as

\[
b = \frac{2 \pi E_2}{k_{20} + E_2}
\]

(C.5)

\[
c = \frac{3 \pi^3 E_3 - 2 E_2 k_{20} + 3 E_3}{k_{20} + E_2} + \frac{3 \left( k_{30} + E_3 + Y_3 D_{20}^2 \right) E_2^2}{(k_{20} + E_2)^3}.
\]

(C.6)

Set \( b = 2 \pi (1 - \alpha_{scl}) \). Then, \( E_2 \) is solved as

\[
E_2 = k_{20} \frac{1 - \alpha_{scl}}{\alpha_{scl}}.
\]

(C.7)

The value of \( \alpha_{scl} \) is empirically determined as follows. In the phase scaling function of (11), a spectrum shifting in the azimuth-Doppler domain occurs. The shift can be evaluated by

\[
\Delta f_{off} = 2 E_2 t_c / \lambda.
\]

(C.8)

This shifting results to the widening of the azimuth bandwidth. Thus, a PRF that is greater than the biggest Doppler bandwidth is required. However, the high PRF means a large number of sampling points, which could sequentially reduce computational efficiency. Therefore, \( \Delta f_{off} \) should be minimized. The minimization can be achieved once \( E_2 \) is chosen to approach 0 or \( \alpha_{scl} \) is approaching 1.

Letting no distortion or \( c = 0 \), one can solve \( Y_3 \) as

\[
Y_3 = -\frac{1}{D_{20}^3} \left( 3 \pi^3 E_3 - 2 E_2 k_{20} + 3 E_3 \right) \frac{(k_{20} + E_2)^2}{3 E_2^3} - \frac{1}{D_{20}^3} (k_{30} + E_3).
\]

(C.9)

Finally, with \( \Phi'(0) \) consisting of only the first-order term of \( bt_c \), (C.2) is rewritten as

\[
\Phi(f_a) = \Phi(0) + 2 \pi (1 - \alpha_{scl}) t_c f_a + \Phi''(0) f_a^2 / 2 + \cdots.
\]

(C.10)
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