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Abstract. Let K be a compact Lie group acting on a finite dimensional Hermitian
vector space V via some unitary representation. Now K acts by automorphisms
on the associated Heisenberg group HV = V × R and we say that (K,HV ) is a
Gelfand pair when the algebra L1

K(HV ) of integrable K-invariant functions on HV

commutes under convolution. In this situation an application of the Orbit Method
yields a injective mapping Ψ from the space ∆(K,HV ) of bounded K-spherical
functions on HV to the space h∗V /K of K-orbits in the dual of the Lie algebra
for HV . We prove that Ψ is a homeomorphism onto its image provided that the
action of K on V is “well-behaved” in a sense made precise in this work. Our
result encompasses a widely studied class of examples arising in connection with
Hermitian symmetric spaces.

1. Introduction and overview of results

Let N be a nilpotent Lie group and K a compact Lie group acting smoothly on
N via automorphisms to yield a Gelfand pair. That is, we assume that the algebra
L1
K(N) of integrable K-invariant functions on N is abelian. It is known that N is

necessarily at most 2-step nilpotent [BJR90]. Now the spectrum, or Gelfand space,
for the commutative Banach algebra L1

K(N) coincides, via integration, with the set
∆(K,N) of bounded K-spherical functions on N endowed with the compact-open
topology.

In [BR08] we established a one-to-one correspondence between spherical functions
ϕ ∈ ∆(K,N) and certain K-orbits in the dual of the Lie algebra for N . In outline
this works as follows: Form the semi-direct product G = K n N , let g, k, n denote
the Lie algebras for G, K, N , respectively, and identify n∗ with the annihilator of
k in g∗. Each bounded spherical function ϕ on N has positive type [BJR90] and
hence is a matrix coefficient for some irreducible unitary representation ρϕ of G. An
orbit method, due to Pukanszky [Puk78] and Lipsman [Lip80, Lip82], associates an
Ad∗(G)-orbit O(ρϕ) ⊂ g∗ to ρϕ. Now O(ρϕ) meets n∗, the intersection O(ρϕ) ∩ n∗ is
a K-orbit in n∗, and the resulting map

(1.1) Ψ : ∆(K,N)→ n∗/K, Ψ(φ) = O(ρϕ) ∩ n∗
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is injective. We let A(K,N) denote the image of Ψ viewed as a subspace of n∗/K
under the quotient topology.

Conjecture 1.1. [BR08] Ψ is a homeomorphism ∆(K,N) ∼= A(K,N).

This is shown in [BR08] for pairs with N abelian, for the action of the unitary group
on the Heisenberg group, and for the action of the orthogonal group on the free 2-step
group.

The current paper concerns Conjecture 1.1 for Gelfand pairs associated with Heisen-
berg groups. Throughout, V ∼= Cn will be an n-dimensional complex vector space
with Hermitian inner product 〈·, ·〉. The associated Heisenberg group is

HV = V × R with product (z, t)(z′, t′) =

(
z + z′, t+ t′ − 1

2
Im〈z, z′〉

)
.

The unitary group U(V ) acts by automorphisms on HV via

k · (z, t) = (kz, t),

as a maximal compact connected subgroup of Aut(HV ). We assume that K is a
compact Lie group acting on (V, 〈·, ·〉) by some unitary representation to yield a
Gelfand pair (K,HV ). Equivalently K : V is a linear multiplicity free action in
the sense that the associated representation of K in the space C[V ] of holomorphic
polynomial functions on V , namely

(k · p)(z) = p(k−1z),

is multiplicity free [Car87]. The possibilities for (K,HV ) are known, as the linear
multiplicity free actions have been completely classified ([Kac80], [BR96], [Lea98]).

The Lie algebra of HV is hV = V × R with bracket [(z, t), (z′, t′)] = −Im〈z, z′〉.
The group K acts on h∗V = hom(hV ,R) via

(k · `)(z, t) = `
(
k−1 · z, t

)
and we obtain an injective mapping Ψ : ∆(K,HV )→ h∗V /K as outlined above.

Letting A(K,HV ) := Ψ
(
∆(K,HV )

)
, we establish Conjecture 1.1 for Gelfand pairs

(K,HV ) subject to the hypothesis that the action K : V be well-behaved. This
condition is made precise below in Definition 2.4. Under this hypothesis A(K,HV )
provides a canonical geometric model for the space ∆(K,HV ) in the spirt of the Orbit
Method.

Our main result is the following:

Theorem 1.2. If the multiplicity free action K : V is well-behaved then

Ψ : ∆(K,HV )→ A(K,HV )

is a homeomorphism.
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The literature contains an “eigenvalue picture” for the spectrum of a Gelfand
pair (K,HV ): The spherical functions ϕ ∈ ∆(K,HV ) are joint eigenfunctions for
the algebra DK(HV ) of differential operators on HV invariant under K and the left
action of HV . Choosing a finite set L of formally self-adjoint generators for DK(HV )
produces a map

L̂ : ∆(K,HV )→ R|L|

sending each spherical function to its eigenvalues with respect to the operators L.
This is a homeomorphism onto its image, the Heisenberg fan FL(K,HV ) ⊂ R|L|.
Equivalent fan models can be obtained by choosing different sets L of generators
for DK(HV ). The papers [Bou81, FH87, Str91, BJRW96, ADBR07, ADBR09] each

concern, in part, the Heisenberg fan and its applications. But the fact that L̂ is a
homeomorphism now follows from a more general result of Ferrari Ruffino [FR07].

A byproduct of our proof of Theorem 1.2 relates the orbital model A(K,HV ) to the
fan FL(K,HV ), for chosen generators L ⊂ DK(HV ). (See Corollary 4.4.) Proposition
4.2 below is the key. This asserts that for each operator L ∈ DK(HV ) there is a
continuous K-invariant function εL : h∗V → C whose value on the K-orbit Ψ(ϕ) is the

eigenvalue L̂(ϕ) of L on each ϕ ∈ ∆(K,HV ). Our proof of Proposition 4.2 provides
an explicit description of the map εL.

The hypothesis that the multiplicity free action K : V be well-behaved intervenes
in our construction of the eigenvalue mappings εL. Definition 4.1 below provides an
alternate description of the map Ψ which does not require explicit use of the semi-
direct product K n N . Key to this formulation is the un-normalized moment map,
τ : V → k∗, for the action K : V . (See Subsection 2.5 below). The requirement that
K : V be well-behaved relates the moment map to highest weight vectors occurring
in C[V ]. The upshot is that the function εL ∈ C(h∗V )K reproduces the eigenvalues of
L ∈ DK(HV ) via evaluation on A(K,HV ).

In Section 5 of this paper we prove that Theorem 1.2 encompasses examples arising
in the context of Hermitian symmetric spaces. Let G/K be a Hermitian symmetric
space of non-compact type and g = k⊕p denote the Cartan decomposition for the Lie
algebra of G. The Hermitian structure on the manifold G/K makes p ∼= TeK(G/K) a
complex Hermitian vector space and the isotropy representation of K on TeK(G/K)
corresponds to the adjoint action of K on p. It is well known that this action K : p
is multiplicity free [Joh80]. We will prove the following.

Theorem 1.3. The multiplicity free action K : p is well-behaved.

In view of Theorem 1.2 the associated Gelfand pair (K,Hp) has ∆(K,Hp) home-
omorphic to A(K,Hp) via Ψ. Our proof of Theorem 1.3 uses the structure the-
ory for the Hermitian symmetric space G/K and provides an explicit description of
A(K,Hp).

The extent to which the hypothesis that K : V be well-behaved limits the scope of
Theorem 1.2 is unclear. At present we do not, however, know of any multiplicity free
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actions which fail to be well-behaved. Should this be true in general, Theorem 1.2
would in fact establish Conjecture 1.1 for all Gelfand pairs (K,HV ) associated with
Heisenberg groups. We hope to address this problem in a subsequent paper.1

2. Preliminaries on the multiplicity free action K : V

As in the preceding discussion we assume that K is a compact Lie group acting
unitarily on

(
V, 〈·, ·〉

)
. We write k · v and A · v for the result of applying elements

k ∈ K and A ∈ k := Lie(K) to v ∈ V . Throughout (K,HV ) is assumed to be a
Gelfand pair and hence K : V a linear multiplicity free action. Fixing notation, let

• T ⊂ K denote a maximal torus in K with Lie algebra t ⊂ k,
• h := tC the resulting Cartan subalgebra in kC,
• H the corresponding subgroup in the complexified group KC,
• B := HN a fixed Borel subgroup in KC with Lie algebra b ⊂ kC and
• Λ ⊂ h∗ the set of B-highest weights for irreducible representations of KC (or

equivalently of K) occurring in C[V ]. Moreover, we write
• Pα ⊂ C[V ] for the unique irreducible subspace with highest weight α ∈ Λ. So

C[V ] =
⊕
α∈Λ

Pα

is the canonical decomposition of C[V ] into irreducible subspaces for the ac-
tions of KC and K. We let
• a∗ ⊂ h∗ denote the set a∗ := C-Span(Λ).

Finally, for each α ∈ Λ:

• Choose hα ∈ Pα, a B-highest weight vector (unique modulo C×);
• Let dα = dim(Pα);
• Let |α| denote the degree of homogeneity of the polynomials in Pα.

Then Pα ⊂ P|α|(V ) where Pm(V ) is the space of holomorphic polynomials on V which
are homogeneous of degree m.

2.1. Fundamental highest weights and rank. An element α ∈ Λ is said to be
a fundamental highest weight for K : V when hα is an irreducible polynomial. The
fundamental highest weights form a finite Q-linearly independent set

{α1, . . . , αr}

which freely generates Λ as an additive semigroup [HU91]. The set {α1, . . . , αr} is,
in particular, a basis for a∗. The value r is called the rank of the action K : V .

1Added in proof: The authors have recently verified that all multiplicity free actions K : V with
K acting irreducibly on V are well-behaved.
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2.2. Invariant polynomials, differential operators and eigenvalues. In this
subsection we summarize needed results from [Kno98]. Details on this material can
also be found in [BR04, §7,9]. We let

• C[VR]K denote the algebra of K-invariant polynomials on the underlying real
vector space for V and
• PD(V )KC the space of KC-invariant polynomial coefficient differential opera-

tors on V .

Each D ∈ PD(V )KC acts on Pα (α ∈ Λ) by a scalar D̂(α). That is,

Dhα = D̂(α)hα.

The mapping D̂ on Λ = Z+-Span(α1, . . . , αr) extends to a polynomial function on
a∗ = C-Span(α1, . . . , αr) invariant under the little Weyl group W◦, a certain subgroup
of the stabilizer of a∗ in the Weyl group W (kC, h). The map

ρ : PD(V )KC → C[a∗]W◦ , ρ(D) = D̂

is an algebra isomorphism.
As explained in [BR04, §7] each irreducible subspace Pα ⊂ C[V ] (α ∈ Λ) produces

canonical invariant polynomials and differential operators

pα ∈ C[VR]K and
(
Dα := pα(z, ∂)

)
∈ PD(V )KC ,

so that

{pα : α ∈ Λ}, {Dα : α ∈ Λ}, {D̂α : α ∈ Λ}
are canonical bases for C[VR]K , PD(V )KC and C[a∗]W◦ respectively. Here

pα(z) :=
dα∑
j=1

vj(z)vj(z)

where {vj : 1 ≤ j ≤ dα} is an orthonormal basis for Pα with respect to the Fock inner
product on C[V ].2 The polynomial pα is homogeneous of degree 2|α|, the differential

operator Dα homogeneous of order |α| and the polynomial D̂α has degree |α|, but is,
in general, non-homogeneous.

Letting top(·) denote the homogeneous component of highest degree in a polyno-
mial we now define a mapping

(2.1) ρ̄ : C[VR]K → C[a∗]W◦

as the unique vector space homomorphism for which

ρ̄(pβ) = top(ρ(Dβ)) = top(D̂β).

As both pβ 7→ Dβ and ρ are vector space isomorphisms, so is ρ̄.

2In [BR04] and elsewhere the canonical invariants are pα(z) = (1/dα)
∑
j vj(z)vj(z). In the

current paper we have chosen not to include the normalization factor 1/dα.
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There is also an algebra isomorphism

C[VR]K ∼= C[V ⊕ V ∗]KC , p↔ p̃

determined by the rule
p(z) = p̃(z, z∗)

where z∗ = 〈·, z〉 for z ∈ V . Using this correspondence one can transplant ρ̄ to the
domain C[V ⊕ V ∗]KC and provide an alternate description. For α ∈ Λ and any point
z ∈ V with hα(z) 6= 0, let η(z, α) denote the differential form (∂ log hα)(z) on V .
That is, η(z, α) ∈ V ∗ is a linear functional given by

(2.2) η(z, α)(w) :=

(
∂whα

)
(z)

hα(z)

where ∂whα is the directional derivative(
∂whα

)
(z) := lim

t→0

hα(z + tw)− hα(z)

t
.

Then

(2.3) ρ̄(pβ)(α) = p̃β
(
z, η(z, α)

)
for α, β ∈ Λ, independent of z ∈ V with hα(z) 6= 0.

2.3. Eigenvalue polynomials on V . We use the isomorphism ρ̄ : C[VR]K ∼= C[a∗]W◦

to pull the polynomials D̂β ∈ C[a∗]W◦ back to the vector space V .

Definition 2.1. For β ∈ Λ, Eβ ∈ C[VR]K will denote the unique polynomial with

ρ̄(Eβ) = D̂β.

Lemma 2.2. top(Eβ) = pβ. In particular, Eβ is a (non-homogeneous) polynomial of
degree 2|β|.

Proof. One has ρ̄
(
top(Eβ)

)
= top

(
ρ̄(Eβ)

)
= ρ̄(D̂β) = ρ̄(pβ). As ρ̄ is an isomorphism

it follows that top(Eβ) = pβ. �

The eigenvalue polynomials Eβ are key to our subsequent analysis and proof of
Theorem 1.2. Lemma 2.2 shows, in particular, that {Eβ : β ∈ Λ} is a basis for
C[VR]K .

2.4. Orbit method for K. As in [BJLR97, BR08] we use a version of the Orbit
Method for compact Lie groups to associate a coadjoint orbit Oα in k∗ to each irre-
ducible subspace Pα in the decomposition of C[V ]. Note that the weight α ∈ Λ takes
pure imaginary values on t. We extend the real valued functional (1/i)α from t to all
of k as follows: Fix an Ad(K)-invariant inner product (·|·) on the Lie algebra k and
let t⊥ denote the orthogonal complement of t in k with respect to (·|·).3 We let

3Replacing K by its image in U(V ) one may, for concreteness, use (A|B) := tr(AB∗) = −tr(AB).
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• αk ∈ k∗ be the (real valued) linear functional on k satisfying

αk(A) =

{
−iα(A) if A ∈ t

0 if A ∈ t⊥
,

and set
• Oα = Ad∗(K)αk.

2.5. The moment map and spherical orbits in V . The unnormalized moment
map τ : V → k∗ for the action K : V is given by the formula [Wil92]

τ(v)(A) := i〈A · v, v〉.
Note that τ(v) takes real values because k acts on (V, 〈·, ·〉) by skew-hemitian opera-
tors. The moment map intertwines the action of the group K on V with its coadjoint
action on k∗. Hence τ maps K-orbits in V to Ad∗(K)-orbits in k∗. Moreover as K : V
is a multiplicity free action it is known that

• τ is one-to-one on K-orbits ([BJLR97, Theorem 1,3], [DP96]), and
• each coadjoint orbit Oα (α ∈ Λ) lies in the image of τ ([BJLR97, Proposition

4.1]).

Definition 2.3. The spherical orbit Kα ∈ V/K for α ∈ Λ is the unique K-orbit in
V satisfying τ

(
Kα
)

= Oα.

One has

Kα = K · vα for some (possibly non-unique) vα ∈ V with τ(vα) = αk.

We call any such point vα ∈ V a spherical point for α.

2.6. Well-behaved actions. Our formulation and proof of Theorem 1.2 requires
a compatibility condition relating the spherical orbits Kα ⊂ V and highest weight
vectors hα ∈ Pα.

Definition 2.4. Given α ∈ Λ we say that a spherical point vα for α is well-adapted
to hα when the following conditions hold.

(i) hα(vα) 6= 0, and
(ii)

(
∂whα

)
(vα) = 〈w, vα〉hα(vα) for all w ∈ V .

We say that the multiplicity free action K : V is well-behaved if for every α ∈ Λ one
can choose a spherical point vα well-adapted to hα.

In Section 5 it is shown that actions arising in connection with Hermitian symmetric
spaces are well-behaved. The following proposition provides support for the idea that
all multiplicity free actions are well-behaved. As K : V is multiplicity free the Borel
subgroup B = HN in KC has a Zariski-open dense orbit in the vector space V
[Vin86].

Proposition 2.5. If vα lies in the open B-orbit then vα is well-adapted to hα.
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Proof. Suppose that vα lies in the open B-orbit. As hα is a non-zero B-semi-invariant
we must have hα(vα) 6= 0. It remains to verify condition (ii) in Definition 2.4.

A suitable ordering on the roots for kC relative to h enables one to decompose the
Lie algebra for B = HN = BN+ as b = h ⊕ n+ where n+ is the sum of positive
root spaces. Moreover kC = b ⊕ n− = h ⊕ n+ ⊕ n− where n− is the sum of negative
root spaces. The weight α ∈ h∗ extends to a linear functional on all of kC as zero on
n+⊕ n−. On the other hand, one can extend the real-valued linear functional αk ∈ k∗

to a complex-linear functional on kC. It is not hard to check that these extensions
are related via α = iαk on kC. But

αk(A) = τ(vα)(A) = i〈A · vα, vα〉

for A ∈ k and the right hand side of this expression has an obvious extension to kC.
We conclude that

α(X) = −〈X · vα, vα〉
holds for all X ∈ kC. As hα is a B-highest weight vector we have X · hα = α(X)hα
for X ∈ b and hence

X · hα = −〈X · vα, vα〉hα for X ∈ b.

On the other hand

(X ·hα)(z) =
d

dt

∣∣∣∣
t=0

hα
(
exp(−tX)·z

)
=

d

dt

∣∣∣∣
t=0

hα
(
z−tX ·z+O(t2)

)
=
(
∂(−X·z)hα

)
(z).

So for X ∈ b we obtain(
∂(−X·vα)hα

)
(vα) = −〈X · vα, vα〉hα(vα),

or equivalently (
∂whα

)
(vα) = 〈w, vα〉hα(vα)

for all w ∈ b · vα. But b · vα = V since vα lies in the open B-orbit. �

Remark 2.6. For multiplicity free actions K : V of rank greater than one some
spherical orbits Kα typically lie in the complement of the open B-orbit. In particular,
the generators of Λ will not be in the open orbit. The examples given below in
Section 5 illustrate this situation. So Proposition 2.5 alone is, in general, insufficient
to conclude that a given action K : V is well-behaved.

Lemma 2.7. For a well-behaved multiplicity free action K : V the eigenvalue poly-
nomials Eβ (see Definition 2.1) have the following properties.

(a) Eβ(Kα) = D̂β(α) for all α, β ∈ Λ, and
(b) Eβ(0) = 0 for β 6= 0.

Proof. As K : V is well-behaved we can choose, for each α ∈ Λ, a spherical point
vα well-adapted to hα. Note that Eβ(Kα) = Eβ(vα) by K-invariance. Let tβ :=
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top(D̂β) = ρ̄(pβ) so that {tβ : β ∈ Λ} is a homogeneous basis for C[a∗]W◦ and we
can write

D̂β = tβ +
∑
|δ|<|β|

cβ,δtδ

for some coefficients cβ,δ ∈ C. Equivalently

ρ̄(Eβ) = ρ̄

pβ +
∑
|δ|<|β|

cβ,δpδ


and as ρ̄ is a vector space isomorphism this gives also

Eβ = pβ +
∑
|δ|<|β|

cβ,δpδ.

Equation 2.3 yields

tβ(α) = ρ̄(pβ)(α) = p̃β
(
z, η(z, α)

)
for any z ∈ V satisfying hα(z) 6= 0. Condition (i) in Definition 2.4 allows us to take
z = vα and condition (ii) gives η(vα, α) = 〈·, vα〉 = v∗α. So now

tβ(α) = p̃β(vα, v
∗
α) = pβ(vα)

and we obtain

D̂β(α) = tβ(α) +
∑
|δ|<|β|

cβ,δtδ(α)

= pβ(vα) +
∑
|δ|<|β|

cβ,δpδ(vα)

= Eβ(vα).

This proves (a) in the statement of Lemma 2.7.

The trivial representation ofK occurs in C[V ] on the constant polynomials P0(V ) =
C. This corresponds to the coadjoint orbit {0} ⊂ k∗ and v0 = 0 is a spherical point
in V with τ(v0) = 0. For (β 6= 0) ∈ Λ the differential operator Dβ is homogeneous of

order |β| > 0 and hence annihilates constants. So D̂β(0) = 0 and (a) implies

Eβ(0) = Eβ(v0) = D̂β(0) = 0,

completing the proof. �

3. Spherical functions on the Heisenberg group

3.1. The algebra DK(HV ). Using an orthonormal basis to identify V with Cn the
Lie algebra hV for HV has basis

{Z1, . . . , Zn, Z1, . . . , Zn, T}
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where

Zj = 2
∂

∂zj
+ i

zj
2

∂

∂t
, Zj = 2

∂

∂zj
− izj

2

∂

∂t
, T = −i ∂

∂t
,

satisfy [Zj, Zj] = 2T . Given a polynomial p ∈ C[VR] we let p(Z,Z) denote the
left-invariant differential operator

p(Z,Z) =
∑

ca,bZ
a1
1 · · ·Zan

n Z
b1
1 · · ·Z

bn
n ,

where p(z, z) =
∑
ca,bz

azb =
∑
ca,bz

a1
1 · · · zann z

b1
1 · · · zbnn is an expression for p in

coordinates with respect to the chosen basis.
As (K,HV ) is a Gelfand pair the algebra DK(HV ) of left-HV and K-invariant

differential operators on HV is abelian with generating set{
Lβ := (−1)|β|pβ(Z,Z) : β ∈ Λ

}
∪ {T}.

3.2. The space ∆(K,HV ). A smooth K-invariant function ϕ : HV → C is said to
be K-spherical if it is a joint eigenfunction for the operators L ∈ DK(HV ),

(Lϕ)(z, t) = L̂(ϕ)ϕ(z, t),

with ϕ(0, 0) = 1. The space ∆(K,HV ) is the set of bounded K-spherical functions
endowed with the compact-open topology.

The bounded K-spherical functions are of two types [BJR92].

• Type 1: For each λ ∈ R× and α ∈ Λ one has φλ,α ∈ ∆(K,HV ) given by

φλ,α(z, t) = qα

(
|λ||z|2

2

)
e−|λ||z|

2/4eiλt

where qα ∈ C[VR]K is a certain K-invariant polynomial on VR with top(qα) =
(1/dα)pα.
• Type 2: For each K-orbit K · w ∈ V/K one has ηK·w ∈ ∆(K,HV ) given by

ηK·w(z, t) =

∫
K

eiRe〈w, kz〉 dk.

The differential operators Lβ = (−1)|β|pβ(Z,Z) and T = −i∂/∂t take the following
eigenvalues on ∆(K,HV ):

L̂β(φλ,α) = (2|λ|)|β|D̂β(α), T̂ (φλ,α) = λ,(3.1)

L̂β(ηK·w) = pβ(w), T̂ (ηK·w) = 0.(3.2)

(See [BR98, §4] and [BJRW96, Lemma 3.2] for the calculation of L̂β(φλ,α) and

L̂β(ηK·w) respectively.)
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Remark 3.1. It is known that the eigenvalues D̂β(α) are non-negative real numbers

[BR98]. So Equation 3.1 shows that L̂β(φλ,α) is a non-negative real number. This mo-
tivates the factor of (−1)|β| in our definition of Lβ. In [BJRW96] and elsewhere oper-
ators Lp ∈ DK(HV ) are instead defined for given p ∈ C[VR]K via Lp = Sym

(
p(Z,Z)

)
,

the symmetrization of p(Z,Z). These symmetrized operators are canonical in the
sense that they do not depend on the choice of orthonormal basis used to identify

V with Cn. The simple relationship between the eigenvalues L̂β(φλ,α) and D̂β(α)
given by Equation 3.1 explains our preference for Wick ordered operators p(Z,Z) in
this paper. Identities relating the eigenvalues for Wick, anti-Wick, and symmetrized
operators can be found in [BR98].

3.3. The Heisenberg fan FL(K,HV ). [BJRW96, FR07]. Let L = {L1, . . . , Lm} be
a finite set of generators for the algebra DK(HV ). It is well known that the mapping

(3.3)
(
L̂ := L̂1 × · · · × L̂m

)
: ∆(K,HV )→ Cm

is a homeomorphism onto its image, the Heisenberg fan

FL(K,HV ) ⊂ Cm.

If each Lj is formally self-adjoint, then L̂ embeds ∆(K,HV ) in Rm. One such gen-
erating set is L =

{
Lα1 , . . . , Lαr , T} where {α1, . . . , αr} are the fundamental highest

weights in Λ. By selecting other generating sets one produces equivalent fan models
for the space ∆(K,HV ), potentially embedded in larger Euclidean spaces.

4. The orbital model A(K,HV ) for ∆(K,HV )

For (z, t) ∈ hV , let `(z,t) ∈ h∗V denote the linear functional

`(z,t)(z
′, t′) = Im〈z, z′〉+ tt′.

We will use the U(V )-equivariant isomorphism

hv → h∗V , (z, t) 7→ `(z,t)

to identify h∗V with hV and h∗V /K with hV /K. In particular, points in h∗V will be
written as pairs (z, t).

In [BR08] the mapping Ψ defined by Equation 1.1 is given an alternate description
which is less conceptual but more useful for purposes of computation. For Gelfand
pairs (K,HV ) we may adopt this alternate formulation as a definition.

Definition 4.1. [BR08] Let

Ψ : ∆(K,HV )→ h∗V /K

be the mapping defined via

Ψ
(
φλ,α

)
= Kλ,α :=

√
2|λ| Kα × {λ} (λ ∈ R×, α ∈ Λ),

Ψ
(
ηK·w

)
= (K · w)× {0},
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where Kα is as in Definition 2.3. (i.e. τ(Kα) = Oα.)

In [BR08] we showed that Ψ is injective. Let A(K,HV ) denote the image of
Ψ endowed with the subspace topology from the quotient topology on h∗V /K. We
conjecture that Ψ is a homeomorphism ∆(K,HV ) ∼= A(K,HV ). Our main result,
Theorem 1.2, shows that this is indeed the case provided that the multiplicity free
action K : V is well-behaved. The following result plays an essential role in our proof.

Proposition 4.2. If K : V is well-behaved then for each differential operator L ∈
DK(HV ) there is a continuous K-invariant function εL ∈ C(h∗V )K satisfying

εL
(
Ψ(ϕ)

)
= L̂(ϕ)

for all ϕ ∈ ∆(K,HV ).

Proof. It suffices to prove this for the operators Lβ = (−1)|β|pβ(Z,Z) (β ∈ Λ) and

T = −i∂/∂t, as these generate DK(HV ). The eigenvalues L̂(ϕ) for these operators
are given by Equations 3.1, 3.2. Clearly

εT (z, t) = t

is continuous, K-invariant and satisfies

εT
(
Ψ(φλ,α)

)
= εT (Kλ,α) = λ = T̂ (φλ,α),

εT
(
Ψ(ηK·w)

)
= εT

(
(K · w)× {0}

)
= 0 = T̂ (ηK·w).

For β ∈ Λ, we take εLβ = εβ where

(4.1) εβ(z, t) =

{
(2|t|)|β|Eβ

(
z/
√

2|t|
)

for t 6= 0

pβ(z) for t = 0

and Eβ ∈ C[VR]K is the eigenvalue polynomial given by Definition 2.1. As deg(Eβ) =
2|β| and top(Eβ) = pβ (Lemma 2.2), we have

lim
t→0

εβ(z, t) = pβ(z) = εβ(z, 0)

and this limit is uniform on compact sets in z. Hence εβ is a continuous function.
The map εβ is moreover K-invariant since both Eβ and pβ are K-invariant. Finally
we compute

εβ
(
Ψ(φλ,α)

)
= εβ

(
Kλ,α

)
= (2|λ|)|β|Eβ(Kα) = (2|λ|)|β|D̂β(α) = L̂β

(
φλ,α

)
,

εβ
(
Ψ(ηK·w)

)
= εβ

(
K · w × {0}

)
= pβ(w) = L̂β

(
ηK·w

)
,

in view of Lemma 2.7(a) and Equations 3.1, 3.2. �
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Example 4.3. Suppose now that the multiplicity free action K : V is well-behaved
and consider the operator L◦ ∈ DK(HV ) given by

(4.2) L◦ = −
n∑
j=1

ZjZj = −p◦(Z,Z)

where
p◦(z) = |z|2 =

∑
|β|=1

pβ(z).

The corresponding operator D◦ ∈ PD(V )G is D◦ = −p◦(z, ∂) where

p◦(z, ∂) =
n∑
j=1

zj
∂

∂zj

is the degree operator. Lemma 2.2 together with Lemma 2.7(b) show that the polyno-
mial E◦ ∈ C[VR]K has deg(E◦) = 2, top(E◦) = p◦ and E◦(0) = 0. As P1(VR)K = {0}
it follows that E◦ = p◦. Equation 4.1 now shows that the function ε◦ = εL◦ is simply

(4.3) ε◦(z, t) = p◦(z) = |z|2.
We remark that −Sym(L◦) is the usual Heisenberg sub-Laplacian.

4.1. Proof of Theorem 1.2. Assume that the multiplicity free action K : V is
well-behaved. Let (ϕn)∞n=1 be a sequence in ∆(K,HV ), ϕ ∈ ∆(K,HV ), and write
Kn = Ψ(ϕn), K = Ψ(ϕ). We will show that

ϕn −→ ϕ in ∆(K,HV ) ⇐⇒ Kn −→ K in h∗V /K.

The Heisenberg fan model shows that ϕn −→ ϕ if and only if L̂(ϕn) −→ L̂(ϕ) for
every L ∈ DK(HV ). So it suffices to prove that

Kn −→ K ⇐⇒ εL(Kn) −→ εL(K) for every L ∈ DK(HV ),

in view of Proposition 4.2. Continuity of the functions εL ensures that if Kn −→ K
then εL(Kn) −→ εL(K). It remains to prove the converse.

Assume now that εL(Kn) −→ εL(K) for each L ∈ DK(HV ) and choose points
(zn, λn) ∈ Kn, (z, λ) ∈ K. As εT (zn, λn) = λn and εT (z, λ) = λ it follows that

λn −→ λ.

Applying ε◦ = εL◦ , with L◦ = −Z · Z as in Equation 4.2, one concludes that

|zn|2 −→ |z|2,
in view of Equation 4.3. So (zn)∞n=1 is, in particular, bounded. By passing to a
subsequence if necessary we can assume that (zn)∞n=1 converges and write

lim zn = z◦

say. Now Kn = K · (zn, λn) converges to K · (z◦, λ) = Kz◦ × {λ} whereas K =
K · (z, λ) = Kz × {λ}. To complete the proof we will show that Kz◦ = Kz.
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For each β ∈ Λ we have εβ(zn, λn) −→ εβ(z, λ) since εβ(Kn) −→ εβ(K) by hypoth-
esis. On the other hand as (zn, λn) −→ (z◦, λ) we have εβ(zn, λn) −→ εβ(z◦, λ) by
continuity of εβ and hence

εβ(z◦, λ) = εβ(z, λ) for every β ∈ Λ.

If λ = 0 Equation 4.1 now yields

pβ(z◦) = pβ(z) for every β ∈ Λ.

It follows that Kz◦ = Kz since {pβ : β ∈ Λ} is a basis for C[VR]K and the invariants
for a compact linear action separate orbits [OV90, Theorem 3.4.3]. When λ 6= 0
Equation 4.1 shows

Eβ
(
z◦/
√

2|λ|
)

= Eβ
(
z/
√

2|λ|
)

for every β ∈ Λ.

As the set {Eβ : β ∈ Λ} is a basis for C[VR]K it again follows that Kz◦ = Kz. �

4.2. The models A(K,HV ) and FL(K,HV ). We conclude this section by relat-
ing the orbital model A(K,HV ) for ∆(K,HV ) to that given by the Heisenberg
fan FL(K,HV ). (See (3.3).) Suppose that K : V is well-behaved, choose a set
L = {L1, . . . , Lm} of generators for DK(HV ), and let(

EL := εL1 × · · · × εLm
)

: h∗V → Cm.

Proposition 4.2 shows that the diagram

∆(K,HV )
L̂

FL(K,HV )

A(K,HV )
Ψ

↪−→

↪−→

h∗V /K

Cm

EL

commutes and we have seen that both Ψ and L̂ are homeomorphisms. This proves:

Corollary 4.4. If K : V is well-behaved then the map EL : A(K,HV )→ FL(K,HV )
is a homeomorphism from the orbital model A(K,HV ) to the Heisenberg fan FL(K,HV ).

5. Hermitian symmetric spaces

Let G/K be a Hermitian symmetric space of non-compact type and g = k ⊕ p
denote the Cartan decomposition for the Lie algebra of G. The real vector space p
inherits a complex Hermitian structure and K acts unitarily on p via Ad. The action
K : p is, in fact, multiplicity free [Joh80]. Here we will prove that K : p is well-
behaved (Theorem 1.3), so that ∆(K,Hp) is homeomorphic to A(K,Hp) via Ψ. We
will, moreover, identify the spherical orbits in this setting (Proposition 4.2 below),
rendering the model A(K,Hp) relatively explicit. A concrete example is given at the
end of this section. The reader may wish to study this in parallel with the general
theory.
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If G/K is a reducible Hermitian symmetric space then K : p splits as a product
action. So we assume henceforth that G/K is irreducible. The classification of irre-
ducible Hermitian symmetric spaces [Hel78, Chapter X] shows that, up to geometric
equivalence, K : p is one of the following.{ (

U(n)× U(m)
)

:
(
Cn ⊗ Cm

)
U(n) : S2(Cn) U(n) : Λ2(Cn)(

SO(n)× T
)

: Cn
(
Spin(10)× T

)
: C16

(
E6 × T

)
: C27

}
5.1. Structure theory. We require some facts concerning the structure theory for
irreducible Hermitian symmetric space of non-compact type. [Hel78, Chapter VIII]
is a standard reference for this material.
G is a connected non-compact simple Lie group and K a maximal compact sub-

group with center Z(K) ∼= T. The complex structure J : p→ p (with J2 = −I) on p
is given by J = ad(Z◦)|p for a distinguished element Z◦ ∈ Z(k). The map J extends
to a complex-linear map on the complexification of p which decomposes as

pC = p+ ⊕ p−

where p± are the (±i)-eigenspaces for J : pC → pC. The complex simple Lie algebra
gC now decomposes as

gC = kC ⊕ p+ ⊕ p−

where
[kC, p±] ⊂ p±, [p+, p+] = 0 = [p−, p−], [p+, p−] = kC.

The map T+ : p→ p+ given by

(5.1) T+(X) =
1

2

(
X − iJ(X)

)
is an isomorphism of complex vector spaces intertwining the adjoint actions of K on
p and p+. We proceed to work with the action K : p+ in place of K : p.

The real subspace u := k + ip is a compact real form in gC. We let cu : gC → gC
denote the conjugation mapping with respect to this real form.4 Letting B denote
the Killing form,

(5.2) 〈X, Y 〉 = Bu(X, Y ) := −B(X, cu(Y ))

is a positive definite Hermitian inner product on gC and the adjoint action of K on(
p+, 〈·, ·〉

)
is unitary.

As in Section 2 we choose a maximal torus T in K, let t := Lie(T ) and h := tC, a
Cartan subalgebra in kC. It is a crucial fact that h is also a Cartan subalgebra for gC.
Let ∆ ⊂ h∗ be the set of roots for gC relative to h and consider the (one-dimensional)
root spaces

gδ :=
{
X ∈ g : [H,X] = δ(H)X for all H ∈ h

}
(δ ∈ ∆).

4In [Hel78] and elsewhere this conjugation is written as τ but this conflicts with our notation for
the moment map.
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One has cu(g
δ) = g−δ. As B(gδ, gδ

′
) = 0 when δ + δ′ 6= 0 it follows that the root

spaces are orthogonal with respect to 〈·, ·〉.
Each root space lies in either kC or pC. We let

C :=
{
δ ∈ ∆ : gδ ⊂ kC

}
, Q :=

{
δ ∈ ∆ : gδ ⊂ pC

}
,

and call the roots in C and Q compact and non-compact respectively. One can choose
an ordering for the roots, to produce sets ∆± of positive/negative roots, in such a
way that

p± =
⊕
δ∈Q±

gδ

where Q± := Q ∩∆±. Letting C± := C ∩∆±, n± :=
⊕

δ∈C± g
δ we now have

gC = kC ⊕ pC =
(
h⊕ n+ ⊕ n−

)
⊕
(
p+ ⊕ p−

)
and b = b+ := h⊕ n+ is a Borel subalgebra in kC.

A pair of roots δ, δ′ ∈ ∆ are said to be strongly orthogonal when neither δ + δ′ nor
δ − δ′ is a root. Using our fixed choice of root ordering one inductively constructs a
maximal ordered set of strongly orthogonal non-compact positive roots(

Γ := {δ1, . . . , δr}
)
⊂ Q+

as follows: Let δ1 be the lowest root in Q+, and having chosen δ1, . . . , δj let δj+1 be
the lowest root in Q+\{δ1, . . . , δj}, strongly orthogonal to each of δ1, . . . , δj. We let
Σ ⊂ p+ be the subspace

Σ :=
⊕
γ∈Γ

gγ = gδ1 ⊕ · · · ⊕ gδr .

The value r = |Γ| = dim(Σ) is the rank of the symmetric space G/K. In fact
a := T−1

+ (Σ) is a maximal abelian subalgebra of p and the rank is, by definition, the
dimension of such a subalgebra.

Remark 5.1. Σ is a cross section to the K-orbits in p+. Equivalently, a is a cross
section to the K-orbits in p. As observed in [Kob07] this follows from the decompo-
sition G = KAK. In fact a is a slice for the action K : p in the sense of [Kob05]. See
also [Sas09].

5.2. Decomposition of C[p+]. Let Γ = {δ1, . . . , δr} and b = b+ be as above. The
following result is due to Kenneth Johnson.

Theorem 5.2. [Joh80] The action K : p+ is multiplicity free and the fundamental
highest weights occurring in C[p+], relative to the Borel subalgebra b, are{

αj := −(δ1 + · · ·+ δj) : 1 ≤ j ≤ r
}

Moreover, the representation in C[p+] with highest weight αj occurs in degree |αj| = j.
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Thus the rank of the multiplicity free action K : p+ agrees with the rank of the
symmetric space G/K and

Λ = Z+-Span(α1, . . . , αr) =
{
−(k1δ1 + · · ·+krδr) : k1 ≥ k2 ≥ · · · ≥ kr ≥ 0, kj ∈ Z

}
is the set of highest weights occurring in C[p+].

5.3. The moment map for K : p+. We now write

Q+ =
{
δ1, . . . , δr, δr+1 . . . , δn

}
,

where Γ = {δ1, . . . , δr} is as above, and choose root vectors Xj ∈ gδj with 〈Xj, Xj〉 =
1. As the root spaces are orthogonal, {X1, . . . , Xn} is an orthonormal basis for p+

and {X1, . . . , Xr} is an orthonormal basis for the subspace Σ.

Lemma 5.3. The restriction to Σ of the moment map τ : p+ → k∗ for the action
K : p+ is given by

τ

(
r∑
j=1

cjXj

)
= i

r∑
j=1

|cj|2δj.

The right hand side of this formula belongs to h∗. We regard this as a C-linear
functional on all of kC by extending as zero on n+ ⊕ n− = ⊕δ∈Cgδ = h⊥ ∩ kC. The
restriction of this linear functional from kC to k is real valued because each root δ ∈ ∆
takes pure imaginary values on t. This accounts for the factor of i in the formula.

Proof. By definition, the moment map is given by

τ(v)(A) = i〈A · v, v〉 = −iB
(
[A, v], cu(v)

)
for A ∈ k, v ∈ p+. As usual we extent this to a C-linear map on kC. This just amounts
to applying the formula above with A ∈ kC = h⊕ n+ ⊕ n− = h⊕

⊕
δ∈C gδ. So now

1

i
τ

(
r∑
j=1

cjXj

)
(A) =

∑
j,j′

cjcj′〈A ·Xj, Xj′〉.

But
〈A ·Xj, Xj′〉 = −B

(
[A,Xj], cu(Xj′)

)
= −B

(
[Xj, cu(Xj′)], A

)
by a basic property of the Killing form. Here cu(Xj′) ∈ g−δj′ so [Xj, cu(Xj′)] ∈
[gδj , g−δj′ ]. If j 6= j′ then [gδj , g−δj′ ] = 0 since δj − δj′ is not a root by strong
orthogonality of Γ. Thus in fact

1

i
τ

(
r∑
j=1

cjXj

)
(A) =

r∑
j=1

|cj|2〈A ·Xj, Xj〉.

(a) If A ∈ h then A ·Xj = δj(A)Xj and we obtain

1

i
τ

(
r∑
j=1

cjXj

)
(A) =

r∑
j=1

|cj|2δj(A)〈Xj, Xj〉 =
r∑
j=1

|cj|2δj(A)
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(b) If A ∈ n+ ⊕ n− then 〈A ·Xj, Xj〉 = 0 and hence (1/i)τ
(∑r

j=1 cjXj

)
(A) = 0.

Indeed 〈A·Xj, Xj〉 = −B
(
[Xj, cu(Xj)], A

)
and [Xj, cu(Xj)] ∈ [gδj , g−δj ] ⊂ h.

As h is orthogonal to n+ ⊕ n− with respect to the Killing form we obtain
〈A ·Xj, Xj〉 = 0 as stated. �

5.4. Spherical points for the action K : p+.

Proposition 5.4. Let α ∈ Λ be given by α = −(k1δ1+· · ·+krδr) where k1, . . . , kr ∈ Z
satisfy k1 ≥ k2 ≥ · · · ≥ kr ≥ 0. Then

vα :=
√
k1X1 + · · ·+

√
krXr

is a spherical point for α.

Proof. The point vα lies in the subspace Σ. In view of Lemma 5.3 we have

τ(vα) = i
r∑
j=1

kjδj = −iα = αk. �

The following is equivalent to Theorem 1.3, stated in the Introduction to this paper.

Theorem 5.5. The multiplicity free action K : p+ is well-behaved.

Proof. Let (z1, . . . , zn) be the coordinate functions on p+ with respect to the orthonor-
mal basis {X1, . . . , Xn}. Now C[p+] = C[z1, . . . , zn] and each monomial

mI(z) = zI := zi11 · · · zinn
is a weight vector for h with weight −(i1δ1 + · · · + inδn). A fundamental highest
weight vector hj := hαj (1 ≤ j ≤ r) is thus a linear combination of monomials mI

each with weight αj = −(δ1 + · · ·+ δj). That is,

hj(z) =
∑

cImI(z)

for some scalars cI where the sum is over all I = (i1, . . . , in) with i1 + · · ·+ in = j and

i1δ1 + · · ·+ inδn = δ1 + · · ·+ δj.

One such monomial is

mj(z) := m(1j ,0n−j)(z) = z1 · · · zj.

Note that the restriction mI|Σ of a monomial to Σ = {(z1, . . . , zr, 0, . . . , 0)} vanishes
unless ip = 0 for each p > r. As {δ1, . . . , δr} are linearly independent (they are
strongly orthogonal) we conclude that mj is the only monomial with weight αj whose
restriction to Σ is non-zero. Thus we have

hj(z) = cjmj(z) + sj(z)
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for some cj ∈ C where sj|Σ = 0. Moreover we must have hj|Σ 6= 0 since the open
B-orbit meets Σ. Indeed, v◦ := X1 + · · · + Xr is a point in Σ with b · v◦ = p+. So
cj 6= 0 here and replacing hj by (1/cj)hj we can assume

hj(z) = mj(z) + sj(z) = z1 · · · zj + sj(z) where sj|Σ = 0.

Now fix a weight α ∈ Λ, and write

α = a1α1 + · · · arαr = −
(
k1δ1 + · · ·+ krδr

)
where a1, . . . , ar ∈ Z+ and

kj := aj + · · ·+ ar (1 ≤ j ≤ r).

Proposition 5.4 shows that vα :=
√
k1X1 + · · ·+

√
krXr is a spherical point for α. An

associated highest weight vector hα ∈ C[p+] is given by

hα := ha11 · · ·harr = ma1
1 · · ·mar

r + sα

where

sα =
r∏
j=1

 aj∑
`j=1

(
aj
`j

)
m
aj−`j
j s

`j
j

(5.3)

=

a1∑
`1=1

a2∑
`2=1

· · ·
ar∑
`r=1

(
a1

`1

)
· · ·
(
ar
`r

)
ma1−`1

1 · · ·mar−`r
r s`11 · · · s`rr .

We will show that the spherical point vα (α ∈ Λ) is well-adapted to the highest weight
vector hα in the sense of Definition 2.4.

Equation 5.3 shows that sα|Σ = 0. As vα lies in Σ this gives

hα(vα) = m1(vα)a1 · · ·mr(vα)ar = k
k1/2
1 · · · kkr/2r .

In particular, hα(vα) 6= 0, verifying condition (i) in Definition 2.4.
To establish condition (ii) in Definition 2.4 it suffices to show that(

∂ihα
)
(vα) = 〈Xi, vα〉hα(vα)

for 1 ≤ i ≤ n where ∂i := ∂Xi = ∂/∂zi. As

〈Xi, vα〉 =

{ √
ki if i ≤ r
0 if i > r

we must check that

(ii-a)
(
∂ihα

)
(vα) =

√
ki hα(vα) for 1 ≤ i ≤ r, and

(ii-b)
(
∂ihα

)
(vα) = 0 for i > r.

We will now assume that
(
∂isα

)
|Σ = 0, to be proved in Lemma 5.6 below.

First suppose that 1 ≤ i ≤ r. We have(
∂ihα

)
(z) = ∂i

(
zk11 · · · zkrr + sα(z)

)
.
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As vα ∈ Σ and
(
∂isα

)
|Σ = 0 one obtains(

∂ihα
)
(vα) = kik

k1/2
1 · · · k(ki−1)/2

i · · · kkr/2r =
√
ki
(
k
k1/2
1 · · · kkr/2r

)
=
√
ki hα(vα)

as required for (ii-a). Next let i > r. Now(
∂ihα

)
(z) = ∂i

(
zk11 · · · zkrr + sα(z)

)
=
(
∂isα

)
(z).

As vα ∈ Σ and
(
∂isα

)
|Σ = 0 this gives

(
∂ihα

)
(vα) = 0 as required for (ii-b). �

Lemma 5.6.
(
∂isα

)
|Σ = 0.

Proof. Applying the product rule to terms in the summation formula for sα, given in
Equation 5.3, and using the fact that s1|Σ = · · · = sr|Σ = 0 we see that it suffices to
prove that

(5.4)
(
∂isj

)
|Σ = 0 for all 1 ≤ j ≤ r and all 1 ≤ i ≤ n.

Let j be fixed (1 ≤ j ≤ r). The polynomial sj is a linear combination of monomials

mL(z) = z`11 · · · z`nn where

(a) `1 + · · ·+ `n = j,
(b) `1δ1 + · · ·+ `nδn = δ1 + · · ·+ δj, and
(c) `p > 0 for at least one index p > r.

In view of condition (c) we have that
(
∂imL

)
|Σ = 0 for all such monomials mL

when i ≤ r. Thus
(
∂isj

)
|Σ = 0 for i ≤ r.

Next suppose that i > r. For mL as above the restriction of ∂imL to Σ =
{(z1, . . . , zr, 0 . . . , 0)} can be non-zero only if mL has the form

mL(z) = z`11 · · · z`rr zi.
We claim that no such monomials appear in the expression for sj and hence that(
∂isj

)
|Σ = 0. Indeed condition (b) above gives `1δ1 + · · · + `rδr + δi = δ1 + · · · + δj

and hence

δi = (1− `1)δ1 + · · ·+ (1− `j)δj − `j+1δj+1 − · · · − `rδr.
In particular δi is an integral linear combination of Γ = {δ1, . . . , δr}. But this contra-
dicts the Restricted Roots Theorem. [Hel94, Proposition V.4.8]. In more detail, this
goes as follows. The restriction of the Killing form to it is a positive definite inner

product. For each γ ∈ Γ let H̃γ ∈ it be the unique vector with B(·, H̃γ) = γ|it and
set (

t− := R-Span
(
iH̃γ : γ ∈ Γ

))
⊂ t.

The roots γ ∈ Γ remain linearly independent upon restriction to t− and the Restricted
Roots Theorem asserts, in part, that the restriction δ|t− of any positive non-compact
root δ ∈ Q+\Γ to h− must belong to{

1

2
δ1|t− , . . . ,

1

2
δr|t−

}
∪
{

1

2
(δp + δq)|t− : 1 ≤ p < q ≤ r

}
.
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Thus δi cannot be expressed as an integral linear combination of Γ. �

5.5. An Example. We will illustrate our results using the Hermitian symmetric
space G/K = SU(r, r)/S(U(r) × U(r)). We write matrices X ∈ M2r(C) in block

form as X =

[
A B
C D

] (
A,B,C,D ∈Mr(C)

)
.

The Lie algebra g = su(r, r) for G = SU(r, r),

g =

{[
A B
B∗ D

]
: A∗ = −A, D∗ = −D, tr(A) + tr(D) = 0

}
(A∗ := At),

carries the Cartan involution θ(X) = −X∗, yielding g = k⊕ p where

k = s(u(r)× u(r)) =

{[
A 0
0 D

]
: A∗ = −A, D∗ = −D, tr(A) + tr(D) = 0

}
,

p =

{[
0 B
B∗ 0

]
: B ∈Mr(C)

}
.

The matrix Z◦ := 1
2

[
iI 0
0 −iI

]
spans Z(k) and J := ad(Z◦)|p gives the complex

structure on p, namely J

([
0 B
B∗ 0

])
=

[
0 iB
−iB∗ 0

]
. The (±i)-eigenspaces p±

for the extension of J to pC =

{[
0 B
C 0

]
: B,C ∈Mr(C)

}
are

p+ =

{[
0 B
0 0

]
: B ∈Mr(C)

}
, p− =

{[
0 0
C 0

]
: C ∈Mr(C)

}
,

and the map T+, given in Equation 5.1, is here simply T+

([
0 B
B∗ 0

])
=

[
0 B
0 0

]
.

We have gC = sl(2r,C), kC = s(gl(r,C) × gl(r,C)) and the compact real form
u = k+ ip is now u = su(2r). The conjugation mapping cu : gC → gC with respect to
u is cu(Z) = −Z∗ and Equation 5.2 for the Hermitian inner product on p+ becomes〈[

0 B1

0 0

]
,

[
0 B2

0 0

]〉
= −tr

(
ad

[
0 B1

0 0

]
ad

[
0 0
−B∗2 0

])
= 4r tr(B1B

∗
2).

Hence the mapping [
0 B
0 0

]
7→ 1

2
√
r
B

is an isometry from (p+, 〈·, ·〉) to Mr(C) with its standard Hermitian inner product.
Under this identification the adjoint action of K = S(U(r)× U(r)) on p+ becomes

(u1, u2) · Z = u1Zu
−1
2 = u1Zu

∗
2.
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Twisting by the automorphism u2 7→
(
(ut2)−1 = u2

)
on the second factor gives the

standard action (u1, u2) · Z = u1Zu
t
2. Thus K : p+ is geometrically equivalent to

(U(r)× U(r)) : (Cr ⊗ Cr), one of the classical multiplicity free actions.

Let T ⊂ K and (h := tC) ⊂ gC be the usual maximal torus and Cartan sub-
algebra, consisting of diagonal matrices. Letting εi ∈ h∗ denote the functional
εi
(
diag(z1, . . . , z2r)

)
:= zi we have

roots: ∆ = {εi − εj : 1 ≤ i, j ≤ 2r, i 6= j}, root spaces: gεi−εj = CEij.

For 1 ≤ j ≤ r let ε′j := εr+j. Each functional on the real vector space it can be
uniquely written as

(arεr + · · ·+ a1ε1) + (b1ε
′
1 + · · ·+ brε

′
r)

for some scalars aj, bj ∈ R with ar + · · ·+a1 + b1 + · · ·+ br = 0. We use lexicographic
ordering on the coordinates (ar, . . . , a1; b1, . . . , br) to impose an ordering on (it)∗. This
convention yields positive compact roots

C+ = {εi − εj : 1 ≤ j < i ≤ r} ∪ {ε′i − ε′j : 1 ≤ i < j ≤ r}

so that b = b+ = h⊕ n+ becomes

b =

{[
L 0
0 U

]
∈ kC : L lower triangular, U upper triangular

}
.

Moreover the positive non-compact roots are

Q+ = {εi − ε′j : 1 ≤ i, j ≤ 2r},

and
∑

δ∈Q+ gδ = p+ as required.
The inductive construction of a maximal ordered set of strongly orthogonal non-

compact positive roots, working from our root ordering, yields Γ = {δ1, . . . , δr} where

δj := εj − ε′j.

Identifying p+
∼= Mr(C) the slice Σ := ⊕rj=1g

δj becomes the set of diagonal matrices.
Our symmetric space G/K and action K : p+ have rank r.

Theorem 5.2 gives fundamental b-highest weights

αj = (ε′1 + · · ·+ ε′j)− (ε1 + · · ·+ εj) (1 ≤ j ≤ r)

and the set of all highest weights occurring in C[p+] is

Λ = {(k1ε
′
1 + · · ·+ krε

′
r)− (k1ε1 + · · ·+ krεr) : k1 ≥ · · · ≥ kr ≥ 0}.

Identifying p+
∼= Mr(C) the Borel subalgebra b acts via

(L,U) · Z = LZ − ZU (L lower triangular, U upper triangular)
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and one can verify that the leading minor determinant

hj(Z) =

∣∣∣∣∣∣
z11 · · · z1j
...

...
zj1 · · · zjj

∣∣∣∣∣∣
is a b-highest weight vector in C[Mr(C)] with weight αj.

For α = (k1ε
′
1 + · · · + krε

′
r) − (k1ε1 + · · · + krεr) ∈ Λ the spherical point vα ∈ Σ,

furnished by Proposition 5.4, is

vα = diag
(√

k1, . . . ,
√
kr
)

and we have the K-spherical orbit

Kα =
{
u1 diag

(√
k1, . . . ,

√
kr
)
u2 : u1, u2 ∈ U(r)

}
in Mr(C). On the other hand the open Borel orbit in Mr(C) is the set of all non-
singular matrices which admit an LU -factorization. These are precisely the matrices
Z ∈ Mr(C) whose leading minor determinants hj(Z) are all non-zero. The point vα
lies in this open Borel orbit if and only if kr 6= 0 and Kα is entirely contained in the
complement of the open Borel orbit whenever kr = 0. See Remark 2.6.
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